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Abstract— In this paper, the identifiability of a pressurizer Basic early references for studying identifiability of dy-
model is investigated. The modeled physical system is loeat namical systems are the books [9], [10]. The study and de-
in the primary circuit of a pressurized water nuclear power ya15nment of differential algebra methods contributedhie t

plant. A simple first principle model for the pressurizer is used . .
for the calculations and it is shown that both the appropriately better understanding of important control-related protsie

transformed and the original physical model parameters are [11], [12] and boosted the development of identifiability
structurally identifiable. tests. The most important definitions and conditions of

structural identifiability for general nonlinear systemsres

presented in [2] in a very clear way. Further developments

Recently, there has been an increasing need for relial|e the field include the identifiability conditions of ratiah
process models in dlﬁerent branches o_f industry that are Cgynction state-space models [13] and the possible effect of
pable of reproducing important dynamic phenomena and/@pecia| initial conditions on identifiability [14].
are suitable for control oriented model analysis and cdlBtro  The structure of the paper is the following. After the
design. Once the model structure is fixed, the next key stgpoduction, the basic notions on structural identifipire
is parameter estimation the quality of which is crucial ie th symmarized in section II. Section IIl describes the model of
later usability of the obtained model [1]. Itis often impmmt 6 pressurizer while the identifiability calculations dae
to build process models from first principles in originaltong in section IV. Section IV contains the application of

physical coordinates since the model analysis results teaveyhe igentifiability results and the conclusions can be read |
be expressed directly in physical terms or the control goal§tion vI.

and constraints are defined using real physical variables.

However, the physical parametrization is often not the best Il. BASIC NOTIONS ON IDENTIFIABILITY

one for system identification from a computational point , L . i i )
of view and alternative parametrizations have to be found The notations, definitions and conditions in this section

e.g. to obtain a convex objective function in the transfatme®® Mostly taken form [2]. Let us denote a differential
polynomial F(u,w,...,y,9,...) by F(u,y;p) wherep =

parameters [2], [3]. 4 g ; .
This paper presents an identifiability study of a presd: The model class considered is of the following form

surizer located in the primary circuit of the Paks Nuclear &= f(z,u,0), z(0) =0 1)
Power Plant in Hungary. The Paks Nuclear Power Plant T
was founded in 1976 and started its operation in 1981. The y = h(z,u,0)

plant operates four VVER-440/213 type reactor units Wityhere . ¢ R” is the state vectory € R™ is the output
a total nominal (electrical) power of 1860 MWs. About, € R* is the input, andd € R denotes the parameter

40 percent of the electrical energy generated in HUNGalL tor, We assume that the functiohandh are polynomial
is produced here. The primary aim is to establish whethet e variablese. . andé.

the original physical system parameters are identifiabiiegus Shortly speaking, global structural identifiability means
the available measurement setup, data and prior knowledge,,

about the process. The system model has been constructed

according to the basic principles described in [4] and it is 9(t|0") = 4(t)0") = 6 = 0" (2)
the same as in [5] where the detailed modeling steps, the
model structure validation and a numerical procedure fo¥here
parameter estimation is described. However, no systematic N _
identifiability analysis has been performed for the model ye §(t]0) = h(x(t,0), u(t), ) (3)
We note that the modeling and parameter estimation of thgd (¢, 6) denotes the solution of (1) with parameter vector
whole primary circuit dynamics (a subsystem of which is theg

pressurizer) can be found in [6], 7], [8]. The structure (1) is globally identifiable if and only if by
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|. INTRODUCTION



It is visible from (4) thatf; can be expressed as is the pressure in the tank (see Fig. 1). The accuracy of

, . pressure measurements wa8.15%.
z:QZ(U7y7p) Zzlavp (5)
Pi(u,y;p) skg
if P;s are non-degenerate. Instead of (5), an estimaté;for ’“g?g
can be given by using more information from the measure-
ments in the following form: T[] _\
T
b — Jo Pilu(t), y(t))Qi(u(t), y(t))dt 6
i T 5o ( )
Jo PP(ult),y(t))dt
requiring that the denominator in (6) is nonzero. It is im-

portant to remark that another important issue is to ensure O
that the inputs excite the system dynamics sufficiently so M =const

that the parameter vector can be determined in good quality mékgu
numerically. \m-w 650
iy

IIl. SYSTEM DESCRIPTION
Xl XZ X3 XA

—

A. Basic operating environment of the pressurizer

The VVER-440 type units belong to the group of pressur- Fig. 1. Simplified flowsheet of the pressurizer
ized water reactors (PWRs). The most important structural
components of PWRs are thactive zone (reactor)the
primary circuit and thesecondary circuitThe controlled nu- C. Physical model
clear chain reaction is taking place in the active zone, @her 1pe following modeling assumptions were used (see [5]
the fuel rods made of uranium dioxide and the absorbegi, ihe details):
control rods are located. The function of the primary circui
is to transfer the heat generated in the active zone towheds t
secondary circuit. Therefore the water in the primary dtrcu
is circulated at a high speed by powerful circulation pumps.
In PWRs the water in the primary circuit is not boiling which
is achieved by maintaining high pressure (approximately
123 bars) using an electrically heated pressurizer unie Th
steam generator is essentially a huge heat exchanger, where
significant part of the primary circuit heat is transferredrte
secondary circuit. This heat is converted to mechanical a
finally to electrical energy in the secondary circuit. Theeva
of the secondary circuit in the steam generator is boilin
and the vapor going out of the steam generator rotates th

1) There are two perfectly stirred balance volumes, one
for the water and another for the wall, and no balance
volume for the vapor.

2) There is a single component in each of the balance
volumes (water and iron, respectively).

3) Constant overall mass in both balance volumes.

4) Constant physico-chemical properties.

5) Vapour-liquid equilibrium in the tank.

r;l'd'lis means the simplified model consists of one energy

balance for the water and another one for the wall of the

nk.

eWater energy balance

turbines that produce electrical energy. dU 4
_ _ — = cymTr—eymT+ Kw(Tw —T)+ > Wag-xi (7)
B. Operation of the pressurizer dt P
The pressurizer is a vertical tank and inside this tank thesgzall energy balance
is hot water at a temperature of about 325and steam AU
above. If the primary circuit pressure decreases, electric —— = Kw(T — Tw) — Wiess (8)

heaters switch on automatically in the pressurizer. Due t'? followi dt I . d ibe the relastai
the heating more steam will evaporate and this leads to abe oflowing constitutive equations describe the re P

pressure increase. If the increasing pressure in the piessu between the internal energies and the corresponding temper

reaches a certain limit, firstly the heaters are turned off arftures:

then cold water is injected into the tank (if needed) to reduc U = ¢,MT, )

the pressure down to the predefined range [15]. Uw — CowTi (10)
- P )

In the original configuration from which the measurement
data were obtained, the electric heater consisted of folhe variables and parameters of the above model and their
heating elements of discrete operation (on/off) mode, ithat units of measure can be found in Table I. The manipulable
the system input was an integer from the §et1,2,3,4} inputto the system is the external heating, all the otheutinp
describing the number of heating elements that are turn&@riables are regarded as disturbances. These distusbance
on. (We note that now the instantaneous heating powéfe the following:
can be set continuously because the actuators have beem Cold water infiltration
reconstructed recently.) The controlled and measuredubutp  This effect is taken into account with the in-convection



T water temperature °C

Tw tank wall temperature oG pressure is assumed to be completely known andl invertible.
cp specific heat of water rrc Therefore from now on, the water temperatdrewill be
U internal energy of water J treated as the measured output. Unfortunately, the wall
Uw  internal energy of the wall J temperaturelyy is not measured.
m mass flow rate of water k—sg
Tr inlet water temperature °C D. State—space model
M mass of water kg
Cpw  heat capacity of the wall o= Let us use the following standard notations for the model
Wur  power of one electric heater W variables:
Kw wall heat transfer coefficient Q’V—C
Xi on/off (1/0) state of thel heater — 1 =T, xo="Tw (13)
Wio,ss  heat loss of the system w 4
TABLE | u=Y Whg X (14)
MODEL VARIABLES AND PARAMETERS i=1
dl = T], d2 = Wloss (15)

Then the equations (7)-(10) can be rewritten as
term c¢,mT7 in the water energy conservation balance

(7), where the in- and outlet mass flowrateis con- T = —ﬂxl — ﬁxl + ﬁ%g + mdl

trolled to be equal (but might change in time) and the M cpM cpM M

inlet temperaturd’; can also be time-varying. + u (16)
o Energy loss cpM

This effect is modelled as a loss teiii, s in the wall iy = Kw vy — Kw oy — 1 d (17)

energy balance (8). Cow Cow Cow

The pressure of saturated vapor in the gas phase of tgein matrix form

tank depends nonlinearly on the water temperature. The

experimental measured data found in the literature [16khav &= Az + Bu+ Ed (18)
been used to create an approximate analytic function Ohere

describe the dependence. The function has the form

~M - e et
b= h(T) = ei(()z)v A= KWCP 7 w , B { chM ]
(11) Cow Cow
o(T) = co + 1T + c2T? + c3T°3 E— { % - 01 ] (19)
Cow

For the parameters af, the following values were obtained

co = 6.5358 - 1071, ¢ = 4.8902 - 1072 S )
o = —9.2658 1075, ¢3 = 7.6835 - 103 (12) A Elimination of the state variables

e The environmental energy l0$8;,,s iS a non-measurable
disturbance and it will be treated as constant, although it
is known that actually it varies depending mainly on the

IV. | DENTIFIABILITY ANALYSIS

The graph of: can be seen in Fig. 2. The validity range of th

environmental temperature but this change is rather slow
compared to the system dynamics. Let us introduce the
| ; ; : | following transformed parameters for Eqs. (16)-(17)
= m KW 1
%1007 7 f— —7 pr— —’ = —’ 20
{ o : , ; ] L=y b2 epM ps cpM (20)
Kw 1
60 = s = ——W 21
A | Y2 OpW Ps OpW loss ( )
] Then the system model can be written as
° B ffm,,e,am,eﬁi’f mowm @1 = (—=p1 — p2)T1 + p272 + p1d1 + p3u (22)
Fig. 2. Temperature dependence of the pressure of saturapest T2 = Pa®1 — pat2 + s (23)
Y= (24)

model is the usual operating domain of the pressurizer, i.g1 can be simply eliminated from (22)-(23) since it is the

315°C < p < 350°C. In pressure terms, this means 105.65easured output:

bar< p <137.09 bar. .
- . . = (—p1 — d 25
This means that although the pressure is the physically .y (=p1 = p2)y + p2x2 + prdy + psu (25)

measured output, the relation between the temperature and T2 = Paly — Pa®2 + Ps5 (26)



Then,z, can be expressed from (25) as identified fromp, ..., p; and we have to rely on some prior
knowledge to be able to determine them.
T2 = p—2.1] + PYRCAS s The most realistic approach is that the liquid magsis
o o assumed to be known since its nominal value can be found
The second derivative of is given by in the technical documentation and it can also be computed
from the available liquid level measurements. In this case,
the physical parameters can be determined as follows

1
P, Py B3, o)

i = (=p1 — p2)y + paio + prdy + p3ts (28)

Substituting (26) into (28) gives 1
.. . =p M =—— Ky = M 36
ij = (=p1 — p2)y + p2(pay — pawa + ps) TP = gy T T P2 (36)
. ) K
+ p1di + p3t (29) Cow = Y Wiess = —psCpw (37)

Finally, by substituting (27) into (29) we get the following b

differential relation between the input, disturbances antirom the above results we can conclude that the model is
output: structurally identifiable also in the physical coordinafes/

B ) is known a-priori.
§ = (=p1 — p2 — pa)y + pP1pa(di — y) + p3pau + paps
+p1d'1 + p3t (30) V. PARAMETER ESTIMATION RESULTS

B. Identifiability of the physical parameters For the model structure validation a pressure measurement
record of about 10 hours were used with a sampling time
of 10s. The input of the system consisted of 5 switchings
between two discrete values of the manipulable input, where
i = (—p1 — p2 — pa)y + p1pa(di — y) + p3pau the switching times were exactly known. It is important to
31) note that_ the constraints of Fhe industrial_environme_nit ser
ously limited the type of applicable input signals. Durihg t

It is easy to see that (31) is in a standard regression formeasurements (in agreement with the previous assumptions)
where the further transformed parameter veétar given by  the disturbance variablg; and the cold water inlet flow rate
m were measured and constant.

The temperature-pressure curve was inverted by evaluating

Using the fact thaf’; was known and constant during the
observed operation, (30) can be simplified to

+ p2ps + p3t

(—pl — P2 — p4)

o piba (11) at 200 equidistant points between 315 and 350°C
0= 3P4 (32) N . . :
Dap and by approximating the inverse using 8rder splines.
;35 The measured input and output of the system is shown in

Fig. 3.
It is also visible that by taking the further time derivave  The objective function to be minimized was the standard

of (31) and expressing and substitutifigs, the parameter- squared two-norm of the difference between the measured
by-parameter regression form (4) can be obtained in thghd simulated output, i.e.

following way. .
V) = 01— B + i+ Bsi vi= [ o (38)
0

v = Oy % = s + i + b5 heree(t,6) = y(t) — 3(t/6) andy denotes th d
Y =01y — b2y + 630 + 65u ) (33) \t,;rr? rzrea(ltijr()a aatyas )T_hg (cjbt)aﬁlr:ady hers]ioc:IS a?ags{aesru\r/;ues
© — 10 — 0@ 4 0.0® 1 o y® P ta. e obaned physical p :
y =01y — Oyt + Usut + Osu were the following (their units of measure can be found in

From (31), (32) and (33) we get the lengthy expressions fdi2Ple 1):

?aeblgn‘lflerentlal polynomialsP; and @; that are visible in m = 0.15, M = 30138, Ky = 63204, ¢, = 4183 (39)
’ _ 7 _ 5
If we have an estimation fof, thenp,...,ps can be Cpw = 4.8477- 107, Wipss = 1.3588-10 (40)

computed in the following order: The objective function value with the above parameters was

p3 =05, ps = 03/p3, p1 = O2/pa, (34) Vr = 26.31. The orders of magnitude and values of the
estimated parameters are fully acceptable from a physical
point of view. The fit between the measured and simulated
The above computations show that the model (22)-(24) iemperatures is fairly good as it is visible in Fig. 4. It césoa
structurally identifiablewith parametersp,,...,ps if the be seen on the small variations of the measured temperature
disturbancel; is constant. that some unmodeled phenomena took place in the system

There are altogether six physical parameters in the equar certain parameters were actually not constant during the
tions (20)-(21), namelym, M, ¢,, Kw, Cpw, andW,s,.  operation (but still, this part of the measurements was one
Naturally, all these six parameters cannot be separatedy the most usable for parameter estimation).

p2 = —01 — p1 — pa, ps =04/p2 (35)



TABLE Il
DIFFERENTIAL POLYNOMIALS IN THE PARAMETER-BY-PARAMETER REGRESSION FORMy () := y;, u?) := u;

Py = y2 (u1(ugys — usya) + uz(Rugys — uzys) — ujyg + (ugug — uaus)ys) + y1(wa(usys — vays) + ujys — ugugyg + (ug — uzus)ys)
+uy (y3(—uzys — ugqyqg) + ugyi + usyg) + y3(ugy5 + uguzyg) — u%yﬁ — u2u4y§ + (uguy — ui)y%, i=1,..., 5
Q1 = —y1(uz(uaye — usys) — udye + uguays + (uzus — uf)ya) — ya(ui(usys — vaye) + ua(ugye — uays) + (u — ugus)yz) — w1 (y3(uzye — w5ya)
—ugyays +wayl) — v3(udys — v3ye) — vyays + uguzyy — (ugus — ugug)y3
Qa2 = uy(y3(ugye — usys) + ya(—uzye — ugys) + usy?, + U5y42;) +y2(ua(usys — ugyg) + ugys — ugugqys + (“42; —ugus)yq) + y3z(ua(—uzye
+2ugys — usya) — uFys + uzuava) + u3(vave — vE) + ua(ugyays — uavi) + (ugus — u)v3
Q3 = (v2(u2(yaue — v2) + y3(uzye + uays — 2usys) — uzvays + ugy?) + y1 (3 (ugye — usys) + va(—uzye — uavs) + ugy? + usy3)
+y§(U5y5 — uqyg) + yg(*uzys — u3zys — ugayq) + y3(2uoyays + uay?;) - uzyi + usyg)
Qq = (y1 (w1 (ua(¥E — vave) + y3(2ugye — ugys — usya) — 2uzyays + 2ugyi) + u(yz(usys — wave) + va(usye + uays) — uzy? — usyd) + v3(wivy — wdye)

+udvays — uougzyd + (ugus — ugug)y3) + va (uluz (2 — vave) + vz (—uzye — uays + 2usys) + uzyays — uays) + di(uz(ugys — usys) — udve
tugugys + (ugus — uZ)ya) + y(us (usys — uayg) + ujye — uzuays + (u3 — ugug)ya) + v1 (w1 (upys — uaye) + ua(uzye — 2uqys + usva) + udys
—uzugyq + (2%21 — 2ugug)ysy) + vy (yz(ugyg — 3uqyqg) — uayqys + 2u3y421 + u5y§) + u%(y4ys - yg) + ya(u%ys + ugugzysg) — u%yﬁ — u2u4y§)
+y(uy (y3(ugye — usys) + va(—uzye — uays) + ugvd + usy3) + vz (ua(—uzye + 2ugys — usya) — uiys + ugugva) + ud(vave — v2)
tus(ugyays — uays) + (uzus — u3)vd) + ug (d1 (v3(usys — uave) + va(uzye + ways) — ugy? — usys) + v3 (—uoys — uzys) + uayzv3 + uavi)
+dy(y3(ug(ugye — 2uqys + usyq) + uzys — uzugyq) + us(y5 — yaye) + ua(ugyy — uzyays) + (uz - U3U5)y§) + y%(1b2(1b4y6 — u5Y5) — u3Ye
+ugzuqys + (ugus — ud)ya) + v3 (wlugye — usys) + ui(—uzye + 2ugys — usya) + ug(2ugyy — uzys) — udyg + (uzug — ugus)ys)
+u(y§(u2y6 + uzys + ugyg) + y3(—2ugyqsys — u3yﬁ) + u2y2 - u5yg) + u%(*ygys + 2y3y4v5 — yi) + (ugus — uﬁ)yg’)

Q5 = y1(ug(vave — v2) + vz (ugys — uzve) + ugvavs — uayd) + va(u1 (v — vave) + vz (—uzve — uzys + 2ugva) + uoyays — uzy3)
+u1 (v3ve — 2v3vays + vi) + 3 (u3ye — uays) + y3(uoys + usva) — usy3y3 — ugyd
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Fig. 3. Measured input and output of the system Fig. 4. Fit between measured and simulated temperatures
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