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Abstract

This paper presents the design of a pressure controlling tank located in the primary circuit
of a Nuclear Power Plant. All steps from the modeling through control design to the imple-
mentation are detailed. Based on first engineering principles a second order Wiener model
is formulated and its unknown parameters are identified. The control design is based on a
dynamic inversion method. The performance of the closed-loop system is tuned by an error
feedback. The implemented controller has a distributed structure including measurement and
control PLCs, a continuous power controller and a special supervisor module. The nominal
stability of the controller in the networked environment is analyzed by using the maximum
allowable transmit interval. The hardware and software design and implementation obey

the safety-critical requirements imposed by the special nature of the plant.

Keywords: safety-critical systems, robust control, model identification, networked control,

dynamic inversion, nuclear power plant.

1. Introduction

The continuously increasing (and sometimes conflicting) demands related to the safer,
more effective and environmentally more friendly operation of complex plants often necessi-
tates the reconstruction or even complete re-design of different subsystems. In many cases,
the simplest (and cheapest) way to substantially influence important dynamical processes is

the detailed modeling and model-based advanced feedback design for the affected components
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of the system. One example for such a procedure is the successful modeling, identification
and dynamic inversion based controller design for stabilizing the primary circuit pressure at
the Paks Nuclear Power Plant in Hungary in 2004-2005 (see, e.g. [27], [31]). This controller
implementation (together with other important reconstruction steps) largely contributed to
the possibility that the average thermal power of the plant units could be increased by 1-
2%. The implemented controller is a redundant networked control system (NCS), where the
measurement results and the control commands are transferred to the computing units and
actuators through an Ethernet network.

The Paks Nuclear Power Plant belongs to the group of Pressurized Water Reactors
(PWRs). It was founded in 1976 and started its operation in 1981. The plant operates
four VVER-440/213 type reactor units with a total nominal (electrical) power of 1860 MWs.
About 40 percent of the electrical energy generated in Hungary is produced here. Consider-
ing the load factors, the Paks units belong to the leading ones in the world and have been
among the top twenty-five units for years. The reconstructions included retrofitting some
control loops that were designed and put into operation in the 1980’s. As we will see later,
the pressurizer and the corresponding pressure controller have key importance in maintaining
the operation of the power plant.

The aim of this paper is to briefly describe the whole engineering design process from the
physical modeling of the equipment through the identification and controller design steps to
the safety critical implementation of the control loop.

The outline of the paper is as follows. Section 2 contains the brief description of the
process modeling procedure, and section 3 is devoted to the model identification problem.
The dynamic inversion based controller design and the performance analysis of the networked
control loop are presented in sections 4 and 5, respectively. The implementation issues and
results are summarized in section 6, and finally, section 7 contains the most important

conclusions.

2. Process modeling

2.1. Modeling goal and background

Modeling of industrial vaporizers, expansion tanks and alike depends heavily on the

modeling goal. Most of the commercially available dynamic models are implemented in



steady-state or dynamic simulators (see e.g. [1]) and are used for equipment design and
retrofitting purposes. The models used for these purposes are typically in the form of partial
differential equations that are discretized in space to have a lumped version. This way a
high dimensional (with 10-100 state variables) complicated dynamic model is obtained that
is unnecessarily complex for control applications.

There are a few papers in the literature that report on developing simple dynamic models
for boiling water or pressurized water reactors for various purposes. A simple model was
developed by [15] for the thermal-hydraulics part of a BWR reactor that is used for stability
analysis of the reactor under different operating conditions. A relatively simple dynamic
model used in a training course for simulation purposes is reported in [25|. There are also a
few simple dynamic models available for the individual operating units in the primary circuit.
A similar approach to ours has been used for the modeling and identification of a drum boiler
in a boiling water reactor in [2]. Simplified models of the primary circuit dynamics of VVER
plants were published in [39, 40] where the pressurizer model as a subsystem is included with
slightly different assumptions from what are used in this paper.

Based on the above considerations, a simplified lumped dynamic model of the pressurizer
in original physical coordinates is presented in this section for identification and control
design purposes. The applied method is to use first engineering principles to capture the

most important dynamics of the system [9].

2.2. System description and operation

The VVER is a pressurized water reactor, that keeps the pressure of the primary circuit
high enough such that the coolant cannot boil. The task of the pressurizer is to keep this
pressure within a predefned range. The pressurizer is a vertical tank within which there is
hot water at a temperature of about 325°C and steam above. If the primary circuit pressure
decreases, electric heaters switch on automatically in the pressurizer. Due to the heating
more steam will evaporate and this leads to a pressure increase. If the increasing pressure
in the pressurizer reaches a certain limit, firstly the heaters are turned off and then cold
water is injected into the tank (if needed) to reduce the pressure down to the predefined
range [23]. The water injection is considered an emergency operation and therefore it will
not be modeled. In the original configuration, four heater groups each having 90kW of power

could be separately turned on/off and therefore it was not possible to keep the pressure in



a sufficiently narrow range. However, after the reconstruction, the heating power can be set
continuously in the range of 0-360kW. This heating power expressed in units of 90kW is the
system input (u), and the measured and controlled output is the pressure in the tank (see
Fig. 1).
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Figure 1: Simplified flowsheet of the pressurizer

2.3. Engineering model

The intended use of the model is controller design in normal operating mode where the
vapor can be considered to be in equilibrium with the liquid phase (saturated vapor), i.e. the
dynamics of the vapor phase is infinitely quick compared to the other dynamic effects and
the mass of the vapour phase is negligible compared to the other masses. Therefore, we can

assume that the pressurizer contains pure water (the boron content is negligible) that is in



equilibrium with the vapor. Furthermore, constant physico-chemical properties and constant
overall mass are assumed for both the water and the wall of the tank. Thus, the simplified
model consists of two energy balances: one for the water and and another one for the wall
of the tank as balance volumes.

Water energy balance

au
o =c,mT; —e;mT + Kw(Tw —T) +Wyg - u (1)
Wall energy balance
dU;
d—ZV - KW(T - TW) - VVloss (2)

The following constitutive equations, describing the relationship between the internal energies

and the corresponding temperatures, complete the model.

U=c,MT, (3)
Uw = CowTw, (4)

The variables and parameters of the above model and their units of measure are shown in
Table 1.

We can list the disturbances with physical meaning as follows.

e Primary circuit water infiltration
This effect is taken into account with the in-convection term c,mT} in the water energy
conservation balance (1), where the in- and outlet mass flowrate m is controlled to be

equal (but might change in time) and the inlet temperature T} can also be time-varying.

e Fnergy loss

This effect is modeled as a loss term W, in the wall energy balance (2).

The pressure of saturated vapor in the gas phase of the tank depends strongly on the
water temperature in a nonlinear (exponential) way. The experimental measured data found
in the literature [24| have been used to create an approximate analytic function to describe

the dependence. The function has the form

p="h(T)= (5)




Table 1: Model variables and parameters

T water temperature °C
Tw tank wall temperature °C
cp specific heat of water ngOC
U internal energy of water J
Uw internal energy of the wall J
m mass flow rate of water %
Ty inlet water temperature °C
M mass of water kg
Cpow  heat capacity of the wall %
u input heating power 90kW
Ky wall heat transfer coefficient %
Xi on/off (1/0) state of the i'" heater -
Wiess heat loss of the system W

where ©(T) = cg + 1T + cT? + ¢T3, For the parameters of ¢, the following values were
obtained

co = 6.5358 - 1071, ¢; = 4.8902- 1072, ¢y = —9.2658 - 10~°, ¢3 = 7.6835-10=%  (6)

The validity range of the model is the usual operating domain of the pressurizer, i.e.
315°C < T < 350°C. In pressure terms, this means 105.65 bar< p <137.09 bar.

2.4. Continuous time state-space model

Based on eqs (1)-(2) and (3)-(4) we can write the system model in the following standard
state-space form

&= Az + Bu+ Ed (7)



where the state vector z = [T Ty]?, the manipulable input u € [0,4]. The disturbance
input vector is d = [T; Wi,ss]?. Additionally, the matrices in (7) are the following

_m __ Kw Kw WoE m O
o M cpM cpM _ cp M _ M
A= Kyw Kyw ’ B = PO ) E= 0 — 1 ) (8)
pr pr CpW

The physically measurable output of the system is the pressure p in the pressurizer but we
assume that the function h in Eq. (5) is known and invertible, therefore we can write a
linear output equation

y = [ 10 } z (9)
with z; = h=(p).

3. Model identification

3.1. Structure estimation

To validate the proposed model structure (8), a particularly useful tool is the elementary
subsystem (ESS) representation of the discrete time transfer function of the system. The
ESS structure estimation algorithm proposed by [16] and the recursive estimation algorithm
[5] is started from an overestimated structure and its parameters. By using a prediction
error method, a maximum likelihood estimator finds the smallest required model structure
and its parameters. Because of the advantageous parametrization, the method has excellent
convergence properties. In the case of output error estimation, the method works with the

following set of discrete-time models:

Ny biz_l Ne qliZ_l + q2iz_2
k=Y ————u(k—d L—d 10
o ; 1+ aiZHU( I+ i—1 L+ ppzt +p2i272u( ) (10)

where the required structural parameters are n, and n. for the number of real poles and
complex pole-pairs respectively, d for the time delay. The model parameters are a;, b;, g;;
and p;;.

In our case, the basic question at this step was the following: Based on the measured
input-output data, is it worth dividing our system model into more balance volumes than

it is written in Eqs. (1)-(2), i.e. is a more detailed lumped system model able to reproduce



the measured output in a better way? The results showed that already one real pole can
describe the input-output behavior of the system in a satisfactory way, and two real poles
bring only limited improvement compared to this. Involvement of complex pole-pairs and
any additional real poles do not improve the prediction error at all. This means that the
effective identification of the structure (8)-(8) is possible only if we can separate the dynamics
of the water and the tank wall temperature by using some prior engineering information.
Luckily, the knowledge of the water mass M gave us this necessary information (see section

3.3). More details about the structure estimation can be found in [31].

3.2. Structural identifiability analysis

Once the model structure is fixed, the next key step is parameter estimation the quality
of which is crucial in the later usability of the obtained model [17]. It is known however,
that physical parametrization is often not the best one for system identification from a
computational point of view and alternative parametrizations have to be found e.g. to
obtain a convex objective function in the transformed parameters [19], [18]. The notations
and methods used in this section are taken from [19] where the necessary additional details
can be found.

The model class considered is of the following form

where z € R” is the state vector, y € R™ is the output, u € R* is the input, and § € R?
denotes the parameter vector. We assume that the functions f and h are polynomial in the
variables x, u and 6.

Shortly speaking, global structural identifiability means that
§(te") = §(t)0") = ' = 6" (13)
where
§(tl0) = h(x(t,0), u(t), 0) (14)

and z(t,0) denotes the solution of (11) with parameter vector 6.



The structure (11) is globally identifiable if and only if by differentiating, adding, scaling
and multipying the equations the model can be rearranged to the parameter-by-parameter

linear regression form:

Pi(u,y;p)b; — Qi(u,y;p) =0 i=1,....d (15)

where P;(u,y;p) and U;(u,y; p) are differential polynomials in u and y, and p denotes time
differentiation.
The environmental energy loss Wi, is a non-measurable disturbance and it will be

treated as constant. Let us introduce the following transformed parameters for Eqs. (7)-(8)

= — = — —_= = — _—WOSS 16
4! M P2 cpM’ Ps3 cpM’ Y2 CpW’ Ps pr l ( )
Then the system model can be written as
&1 = (—p1 — p2)x1 + paxa + prdy + psu, (17)
Ty = PaT1 — Paly + Ps (18)
y=a (19)

After eliminating z1, x5 and using the fact that 7; was known and constant during the

observed operation, we obtain the following input-output relation:

= (—p1 — p2 — 1)y + p1pa(dy — y) + p3pat + paps + P3t (20)

It is easy to see that (20) is in a standard regression form where the further transformed

parameter vector 6 is given by

T
0= [ (—p1 — D2 —Da) DiDs D3Ps D2Ds D3 ] (21)

It is also visible that by taking the further time derivatives of (20) and expressing and
substituting 6;s, the parameter-by-parameter regression form (15) can be obtained (although
the expressions for P; and @); become quite lengthy during the calculations).

If we have an estimation for #, then pq, ..., ps can be computed in the following order:

p3 =05, ps = 03/ps, p1 = 02/ps, P2 = —b1 — p1 — pa, D5 = b4/p> (22)



The above computations show that the model (18)-(19) is structurally identifiable with pa-
rameters pi, ..., ps if the disturbance T; is constant.

There are altogether six physical parameters in the equations (16), namely: m, M, c,,
Ky, Cpow, and Wi, Naturally, all these six parameters cannot be separately identified
from py,...,ps and we have to rely on some prior knowledge to be able to determine them.

A realistic approach is that the measured constant flow rate m is assumed to be known.

In this case, the physical parameters can be determined as follows

m 1 Kw
M= &= appy B =patt Cow = “py ) Wioss = —psCpw (23)

From the above results we can conclude that the model is structurally identifiable also in
the physical coordinates if m is known a-priori. The detailed computations for this can be
found in [28].

3.3. Model parameter estimation

For the model parameter estimation, a pressure measurement record of about 10 hours
were used with a sampling time of 10s. The input of the system consisted of 5 switchings
between two discrete values of the manipulable input, where the switching times were exactly
known. It is important to note that the constraints of the industrial environment seriously
limited the type of applicable input signals.

The temperature-pressure curve was inverted by evaluating (5) at 200 equidistant points
between 315 °C and 350 °C and approximating the inverse using 3™ order splines. The
measured input and output of the system is shown in Fig. 2.

The objective function to be minimized was the standard squared two-norm of the dif-

ference between the measured and simulated output, i.e.

Vr = / ! e(t,0)dt (24)

where €(t,0) = y(t) — 9(t|#) and y denotes the measured temperature data. The obtained

physical parameter values were the following (their units of measure are found in Table 1):

m = 0.15, M = 30138, Ky = 63204, c, = 4183, Cpyy = 4.8477 - 107, Wioss = 1.3588 - 10°
(25)
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Figure 2: Measured input and output of the system

The objective function value with the above parameters was Vpy = 26.31. The orders of
magnitude and values of the estimated parameters are fully acceptable from a physical point
of view. The fit between the measured and simulated temperatures is fairly good as it is
visible in Fig. 3. It can also be seen on the small variations of the measured temperature
that some unmodeled phenomena (e.g. evaporation and precipitation) took place in the

system or certain parameters were actually not constant during the operation.

4. The controller design method

4.1. Dynamic inversion-based control design

Recently, controller design based on dynamic inversion has gained considerable interest,
particularly in the field of aerial and space vehicles [13], [21].

In order to design an advanced controller for the pressurizer, the reference tracking prob-
lem of a Wiener system, i.e. an interconnection of an LTI system with a static output

nonlinearity, has to be solved. The problem of (asymptotic) tracking consists in finding
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Figure 3: Fit between measured and simulated temperatures

a compensator such that the closed—loop system is internally stable and for any desired
trajectory yg the output of the closed—loop system (asymptotically) approaches y,.

There are numerous papers dealing with the control design based on Wiener model struc-
ture, e.g. [14], [33], [37]. Usually, for controller design purposes the static non-linearities are
removed by an inversion, however, the inverse of the nonlinearity can be delivered by the
identification algorithm, too. The special way in which the nonlinearity enters the Wiener
model can be exploited by transforming it into uncertainty. The result will be an uncertain
linear model, which enables to use for example robust linear MPC techniques, see [4], [36].

Different type of problems can be distinguished based on the structure imposed to the
set, of the desired trajectories. The most highly structured situation is when this set is
finite [10]. If the class of desired trajectories can be described by an exosystem, i.e., an
autonomous, noninitialized set of differential equations with an output, then the problem is
called the regulator or servomechanism problem [11]. If y, is generated by a model that is a
forced, noninitialized dynamical system, the problem is usually termed as (asymptotic)model
matching [6], [12].

In this section the design of the dynamic inverse of the linear part of the Wiener model
will be presented following [27] where more details can be found. The unmeasured output z

it is supposed to be computed using a static nonlinear inverse function that it is assumed to



be given. In most of the cases, this static inverse function is provided by an identification
process of a Wiener model as a spline approximation, or by an approximation given by
a suitable set of orthonormal functions, e.g. Chebysev polynomials or wavelets. By this
assumption, instead of the desired output y4 of the nonlinear system, one can also work with
the corresponding desired output of the linear part of the system, i.e. z4.

Let us recall that if the system is invertible, then V* i.e. the maximal (A ,B)-invariant

subspace contained in kerC', induces a decomposition of the linear system into:

jfl = A11371 + A12.§L’2 + Blu (26)
Ty = Ag 121 + ATy (27)
z = Cll‘l, (28)

where ImB = ImB; and x; € V** | see [3], [38]. Let us denote the subsystem formed by
(26) and (28) by ¥; and the subsystem (27) by .

By applying the feedback u = Fyz; + Fyxe + v, with F = [F} )T that renders V*
(A 4+ BF, B) invariant, one can obtain the system:

jfl = Allflfl + Bl’U, z = Clﬂfl. (29)

Let us denote this system by > ;. By choosing a solution F5 of the equation Ao+ By F, =0
one can set F; = 0.
Denoting by ¢; the rows of C} let us consider the subspace

Span{cl’ e 701A’1y17 Ty Cpy aCPA¥§} (30)

where ¢; AL, B; = 0, for [ < ;, and ~; are chosen such that the spanning vectors are linearly
independent. It follows, that choosing the basis (30) for V**, one can define a coordinate

transform & that maps x; to Z, where
T
2:[21’...’25’71)’...’21”...’21(;%)] ) (31)
In this basis one has a particulary simple form of the decomposition (29). It follows, that

v=DB;"S7Hz - SA;1S7'2) == \(2), (32)
T =S"12 = ((2), (33)



where B; " is the right inverse of Bj.

The required input to track a desired output signal z; is given by the dynamic system

Na =Agong + A ((zq) (34)
ug =Fong + Mza), (35)

provided that this input is applied to the original system started from the initial condition

T10

given by xg = T! , where x99 can be arbitrarily chosen but zyy should be set to

T20
T10 = S7124(0).

In practice it seldom happens that one can impose on the system the required initial
conditions, therefore, there will be an error in the whole state. To close the loop, a suitable
linear dynamical system of the tracking error is added to the linearizing control input. By
examining the "open-loop" equations (34) one can observe that it is possible to introduce
an "outer—loop" by applying an error feedback, that modifies the equations (35) that define
the control input. This idea is highlighted by the dotted line part of Figure 4.

__________________________________________
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Figure 4: Inversion based tracking

Based on this structure, an advanced (e.g. Hoo) controller can be designed in order to

minimize the influence of the disturbances on the performance of the tracking error.



Remark 1. In order to cope with the problem of disturbances and measurement noise it s
suitable to have additional measurements, that makes the pair (A + BF,C) fully observable.
In this case the designer has additional possibilities to set a meaningful Ho, control problem,
and to gquarantee robust performance properties of the controller.

Remark 2. The dynamic inverse system for discrete systems can be obtained in a similar
manner by using the shift operator qu(t) = u(t 4+ 1) instead of the differentiation operator.
The derivation is straightforward, hence it is omitted.

4.2. Controller design for the pressurizer

The main control goal is to stabilize the pressure at a prescribed reference value (typically
around 123-124 bars which is equivalent to approximately 327 °C in terms of temperature).
Moreover, the controller’s additional task is to suppress the effect of measurement noise and
that of the time-varying disturbances (W, T;).

Using the theory described in section 4.1, the brief summary of the controller design
method is the following. The state-space equations of the open loop system (7) can be

rewritten as

T1 = a1 + a9we + Byu + BTy (36)
Ty = a0 + axpry — By W, (37)

where a;; = A;j, B, = By, Ep = Ey and Ey = Ey in (8)-(8). Let 2] denote the reference
value for z; (i.e. zg = 7). Furthermore, let us denote the nominal (mean) values for the
time-varying disturbances by 77, and W, respectively.

Note that the system equations (36)-(37) are already in the form of eqgs. (26)-(27) with
extra disturbance terms. Since A;; = ay; is a scalar, we don’t need the general coordinates
transformation S described in section 4.1, and the equations of the inversion controller can
be derived in the following straightforward way. The dynamic equation of the inversion
controller is given by

n = agn+anry — EwW, (38)
The input wu is expressed as u = u” + v, where

1 .. r
u" = §($1 —anay — an — ErTiy), (39)



and v is a new input term for additional feedback.

The state variables of the tracking error system are defined as
S1=m — T, Se=x9—17 (40)
Substituting (39) into (36) gives
1 = ay(xy — o) + ar2(xe — m) + Erd, (41)
where d;=T; — Tr . For the tracking error dynamics, we get

$1 = a1181 + a1289 + ETCL + Buv (42)

S9 = a2181 + A2252 — EWCZQ (43)

where JQ:W} — Win.
Taking into consideration that z; is the measured state variable, we can shape the error

dynamics with a dynamic (or static) controller of the general form

§ = Ma& + Mps, (44)
v = Mc3& + Mcyst, (45)

4.3. Simulation tests

The conditions of the simulation were the following: there were applied noisy W, and
noisy 7° and it was considered also a disturbance. These are shown in Figure 5(a) and 5(b).

The signal given by the controller is illustrated in Figure 5(c). Due to the physical
restrictions imposed by the actuator the actual control input differs slightly from the required
one.

The simulated output of the linear part of the system (temperature) is shown in Figure
5(d). The computed values based on the measurements 7, and the noise free outputs 7" are
also depicted.

The simulated output of the nonlinear system (pressure) is shown in Figure 5(e). The
noise free computed values p and the measured values p, are also illustrated.

The regulated values of the pressure remained between the specified required levels, i.e.,
between 123.5 and 124 bar.
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5. Performance analysis of the networked control solution

5.1. Theoretical background

It is well known that the performance or even the stability of a networked control loop are
significantly influenced by network phenomena such as delays, packet losses or link failures
[30], [32]. The concepts and results summarized in this subsection are mostly taken from
[22] and [30]. The basic configuration of a networked control system can be seen in Fig. 6,
where z,, and x. are the states of the plant and the controller, respectively, y € R" is the
plant output, u € RP? is the controller output, while § € R" and u € RP are the most recently
transmitted plant and controller output values through the network. e is the error caused

by network transmission that is defined as

o) = [ §(t) = y(1) ] (46)

a(t) — ult)

Individual actuators and sensors connected to the networks are called nodes. We assume
that node data are transmitted at time instants {to, t1,...,¢;} where ¢ € N. The transmission
time instants satisfy € < ¢;;; —t; < 7 for j > 0 where ¢, 7 > 0. The upper interval bound 7

is called the mazimum allowable transfer interval (MATI).

y y
Plant <—® Controller
X - 4— X
P u u °

Figure 6: Networked control system

Using the notation z = [xg 2117 € R™, the dynamic equations of a networked control

system with disturbance vector w € R™ between the transmission instants can be written as

&= f(t,z,ew), t€ti,t] (47)
e=yg(t,z,e,w), teE[ti1,t] (48)



The discontinuous change of e during transmission instants can be modeled as a jump system

e(tf) = (I = W(i, e(t:)))e(t:) (49)
e(t) = A, Wi, e(t:))e(t:), e(ti)) (50)

where ¢ is the decision vector of the network scheduler, ¥ is the scheduling function and
A is the decision update function. More details about the dynamics (49)-(50) in the case
of different scheduling protocols can be found in [30]. A key feature of network scheduling
protocols from the point of view of closed loop stability is the so-called persistently exciting
(PE) property. According to the definition, a protocol is wuniformly PE in time T if it
regularly visits every network node within a fixed period of time T

In the LTT or linearized case Eqs. (47)-(48) will be used in the form

T = (I)H.’L' —+ (I)12€ (51)
= (I)Qll‘ -+ (I)QQG (52)

where ®;; are constant matrices of appropriate dimensions.

Let us introduce the following notations. A’ denotes the set of positive semidefinite
symmetric n X n matrices with positive entries. For x,y € R", z < y < x; < y; for
i =1,...,n. For an n-dimensional vector z, T = [|z1],...,|z,]]". The following theorem
from [30] will serve as a theoretical basis for our forthcoming calculations in section 5.2.

Theorem 1: Suppose that the NCS scheduling protocol of (47)-(50) is uniformly persis-

tently exciting in time 7" and the following assumptions hold

1. There exist @ € A and a continuous output of the form g(z,w) = G(x) + w so that

the error dynamics (48) satisfies
g(t,x,e,w) = Qe+ y(z,w) (53)
for all (z,e,w), for ¢t € (t;,t;11), and for all ¢ € N.
2. (47) is L, stable from (e, w) to G(x) with gain « for some p € [1, o0].
3. the MATTI satisfies 7 € (¢,7%), € € (0,7"), where

7' =In(v)/(|QIT), (54)



and v is the solution of

v(|Q +4T) — T T —2|Q| = 0. (55)

Then the NCS is £,-stable from w to (G(z),e) with linear gain.
Using Theorem 1, a sharp and practically usable estimation can be obtained for the
acceptable upper bound of the MATT such that the £, stability of the closed loop system is

preserved.

5.2. The controlled pressurizer as an NCS

For the simplification of the forthcoming calculations, we will use the following (some-

times simplifying) assumptions for the analysis.

A1l The time-varying disturbances 77 and W, are constant. This assumption approximates
reality quite well if we consider a few minutes to approximately one hour of system
operation, because the change of these disturbances is usually rather slow compared

to the system dynamics.
A2 The nominal values of disturbances (77 ,, W, ,) are constant.
A3 Zero order hold is assumed on the input.
A4 The temperature reference 7 is (at least piecewise) constant.
A5 Pressure measurement noise is not taken into consideration during the analysis.

A6 Similarly to the examples in [30], all the network induced errors are grouped to the

output, i.e. e = g(t) — y(t).

The analyzed dynamic inversion based controller uses a static error feedback, therefore the
controller equations (38), (39) and (45) can be summarized in the following simple state-space

model containing only one state variable (denoted by x3):

j;?; - Acx?; + Bclxl + (Bcl - Bc4)55§ + BCBVVI,n
Ye = Dc4$1 + chS + (Dcl - Dc4)x7{ + DCZTI,n



where A., B, C. and D, are the controller parameters, and x; is the temperature in the

pressurizer. The actual system input can be computed as
u=y.+e (56)
Using (56), the equations of the closed loop system can be written as

iy = (a1 + BuDe)wy + a1979 + B,Cexs + ErTy

+B, (Do — Dey)x] + ByDoTh . + Bye (57)
Ty = A + axprs + EwW, (58)
3 = Bari+ Az + (Ba — Be)r] + BTy (59)
Ye = Dz + Coxs+ (Dey — Des)2t + DeoTr (60)

Observe, that we have a LTI closed loop system model. Therefore, from Eqs. (57)-(59),

matrices ®; and ®q5 in (51) are obtained as

ay + ByDey arn B,C.

Oy = as1 22 0 > (61)
By 0 A,
B,
(I)lg = O (62)
0

Let us denote the ith row of ®;; by ®¢,. Using assumptions A1-.A4, the time derivative of

e can be written as

6= —yc = _Dc4i1 - ch73 -
— D@l v — C.®3 2 — DeyBye — DoyErTr — Doy By (D — Do)’ —
Dc4BuD02TI,n - Cc(Bcl - Bc4)x7{ - CCBCSVVZ,n (63)

From (63), matrices ®9; and $o of (52) are the following

Py = —Du®}, — C.0%, (64)
(I)22 - _Dc4Bu (65)



The controller parameters were the following

A, = —0.0029, B, = 0.0029, B.; = —0.0020,
Buy = 0.011, C, = —2.1031, D, = 2.11, (66)
Bey = —0.007, Boy = —7.58

Using the model of the closed loop system (57)-(60), the estimated model parameters
(25) and the controller parameters (66), the matrices @1, ®15, Py; and Pyy are easy to
compute (see [29] for the details).

Since the system is SISO, the number of network links can chosen to be one, i.e. T'= 1.

The £, gain between the error e and the output § = ®y2 is v = 9.595 - 1073, For the
estimation of 7%, first we solve Eq. (55) that yields z = 1.499. The norm of ®,, is easy to
compute and thus: |®g| = |Q| = 9.5902 - 1073.

From these results and by solving (55), we obtain the following estimate for the MATT:
7% = 42.27 s. This proves, that the present sampling time of 10 s is a safe value from the
point of view of L, stability even if there are some network induced delays that do not violate

T,

6. Controller implementation

6.1. Safety and fault tolerance considerations

The implementation of the primary circuit control loops in nuclear power plants is a
rather complex task. The safety requirements have very high priority during the design and
construction of such systems. On the other hand, the continuity of the operation must be
maintained and certain production criteria should be met at the same time.

It is widely accepted that it is advantageous to solve control problems in high complexity
systems using a decentralized, hierarchical structure. Thus, modern controller implementa-
tions are often based on decentralized and embedded computer systems. A key part of the
decentralized system is the communication media between the individual subsystems. In
order to increase safety, it’s essential that the control system contains redundancy. Redun-
dancy in itself can be quite effective in handling certain faults, but there exist reconfigurable
fault tolerant solutions that represent a higher degree of safety. If a fault occurs in such sys-

tems, the redundant elements are re-grouped following a centralized or decentralized scheme,



and the whole system can continue its operation in a more or less degraded way. Depending
on the degree of degradation, one can decide for the continued operation (possibly with a
parallel repair), or for the shutdown of the plant. Using a reconfigurable redundant system,
it is generally possible to safely handle more serious faults than the ones that are treatable
by simple redundant solutions.

Based on the above considerations, the implemented control system is a partially recon-
figurable redundant system that was designed and introduced on the 1st, 3rd and 4th units
of the NPP during the 2004-2006 period.

6.2. Implementation details

The measurement of the physical variables is taking place locally and the measurement
includes some pre-processing, filtering and credibility test. The measurement results are
transferred to the computer system in a compressed format via digital network communica-
tion. The operation of the actuators is local, too, based on the input signals that are also
transmitted through a digital network. To increase reliability, the actuation is completed
with a checkback, the result of which is returned to higher levels of the controller hierarchy
through the network.

The actual control is realized using a computer system interconnected by a digital com-
munication network. The key decision-making elements of the system are the PLCs X, Y
and W (see Fig. 7). The computers form a hierarchical system where the communication is
going in such a way that each level gets the amount of data that is necessary for its func-
tions and transmits such data that are requested by the higher levels. Overall reliability is
improved by adding some redundancy to the levels.

The structure of the pressure controller is shown in Fig. 7. Pressure sensors A, B and a
Profibus DP pressure sensor measure the pressure in the pressurizer. The sampling time is
250 ms, the measurements are processed by PLCs S1 and S2 using an averaging filter. Since
the physical place of the pressure measurement is not identical to the place to which the the
controlled pressure corresponds, the pressure difference resulting from the height difference
should be taken into account (also in PLCs S1 and S2). In each sampling instant, both sensors
send a pressure measurement through the Profibus DP network, but only one selected record
will be processed. The selection primarily depends on the first correct measurement record

and on the credibility of certain signals. The selection procedure runs in PLCs Y, X and
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Figure 7: Structure of Reactor Pressure Controller System

W such that all three PLCs must select the same pressure value. This requires that the

selection procedures to be implemented using majority (2v3) voting logic that must be free
of any functional hazards. The main tasks of PLCs S1 and S2 are the pre-processing and
transmission of pressure measurements towards PLC units Y, X and W. The other task
of these units is the organization of communication between other units. The two PLCs

control the transmission of messages in the network which means that each message reaches
its target through these units.

The Y, X, and W PLCs contain the control algorithm and these devices drive the real



actuators. These fieldbus controllers are capable of supporting all /O modules. The Y,
X, W devices automatically configure themselves, creating a local process image which may
include analog, digital or specialty modules. They are programmable according to IEC 61131-
3 using 512 KB program memory, 128 KB data memory and 24 KB retentive memory. The
32-bit based CPU is capable of multitasking and has a battery backed real-time clock. The
controller offers many different application protocols which can be used for data acquisition
or control (MODBUS, ETHERNET /IP) or for system managing and diagnostics (HTTP,
BootP, DHCP, DNS, SNTP, FTP, SNMP and SMTP). This fieldbus controller is suitable
for data rates 100 Mbit/s yia TCP/IP network. Protection against unauthorized access is
also possible with full TCP /IP functionality. When the security option is switched on, only
predefined clients can communicate with the controller.

An important part of the system is the power controller. This device is a solid state power
controller with zero crossing switching for resistive loads with current ratings up to 600A and
660Vac nominal voltages. The controller accepts logical commands in volts, milliamperes or
from a PL.C. Using a trimmer, it is possible to set the cycle time which is used for the power
modulation in relation to the input analogue signal. The control of the triphase loads can be
made used as master and one or more controller extenders can be used as slaves. Each model
is equipped with a logic input to disable the solid state relay /power controller and eventually
break off power supply. Different options are available for the more critical applications, such
as the load control which detects and indicates partial load failure interruption/cut-off, with
a LED on the faceplate, and a relay alarm output.

The 'Reactor Unit Computer A and B’ show the unit computers already existing in the
unit, that connected to the pressure control system to display information about current
conditions. There is an iFix SCADA system operating on these Unit Computers and they
connected to the Y and W PLCs through a Mobdus over TCP /TP protocol. They receive the
information about the conditions of the pressure control system, which need to be displayed

from these units.

6.3. Results and discussion

The operational experiences of the new pressure controller are very good. Using the
more efficient control, the pressure remains in a smaller interval than before. This made

possible a safe increase in the thermal power of the units by 1-2%. The main feature of the



new controller is that a very stable pressure value is guarenteed compared to the previous
oscillations, using a continuous range (0-360 kWs) of heating power. The amplitude of the
pressure oscillations was reduced from 1 bar to 0.1 bar, see Fig. 8. In this way, a much
smoother overall operation has been obtained which is advantageous for the equipment in

the primary circuit.

—— new controller
— - old controller

primary circuit pressure [bar]

122.2 L L
55 60 65 70

time [h]

Figure 8: Pressure before and after the implementation of the new control scheme

7. Conclusion

The paper has presented the main steps of the design of a pressure controlling tank
located in the primary circuit of the Paks Nuclear Power Plant in Hungary. Based on first
engineering principles a Wiener model has been constructed which has been validated. Using
the identification step a final model with known static nonlinearity is formulated.

For control design it is assumed that the inverse of the nonlinear part can be implemented.
The proposed method does not assume that the full state vector is measured and it is based
on a dynamic inversion approach with error feedback. The implemented controller has
a hierarchically arranged distributed structure including measurement and control PLCs,
a continuous power controller and a special supervisor module connected by a TCP/IP

network.



Using the theory of networked control systems, the MATI has been computed which
guarantees the L, stability properties of the closed loop system. The computed MATT value
has been found much larger than the sampling time of the actually implemented networked
controller. The calculations were checked against simulation results.

The hardware and software design and implementation obey the safety-critical require-
ments imposed by the special nature of the controlled plant by applying redundancy and
special test operating modes and switching strategy for each system elements. The con-
troller has been implemented and used in the units of Paks NPP. The use of the advanced
controller resulted in a smooth overall operation, which is advantageous for the equipment
in the primary circuit. In addition, it has been possible to safely increase the thermal power
of the units by 1-2 %.
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