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Abstra
tThis paper presents the design of a pressure 
ontrolling tank lo
ated in the primary 
ir
uitof a Nu
lear Power Plant. All steps from the modeling through 
ontrol design to the imple-mentation are detailed. Based on �rst engineering prin
iples a se
ond order Wiener modelis formulated and its unknown parameters are identi�ed. The 
ontrol design is based on adynami
 inversion method. The performan
e of the 
losed-loop system is tuned by an errorfeedba
k. The implemented 
ontroller has a distributed stru
ture in
luding measurement and
ontrol PLCs, a 
ontinuous power 
ontroller and a spe
ial supervisor module. The nominalstability of the 
ontroller in the networked environment is analyzed by using the maximumallowable transmit interval. The hardware and software design and implementation obeythe safety-
riti
al requirements imposed by the spe
ial nature of the plant.Keywords: safety-
riti
al systems, robust 
ontrol, model identi�
ation, networked 
ontrol,dynami
 inversion, nu
lear power plant.1. Introdu
tionThe 
ontinuously in
reasing (and sometimes 
on�i
ting) demands related to the safer,more e�e
tive and environmentally more friendly operation of 
omplex plants often ne
essi-tates the re
onstru
tion or even 
omplete re-design of di�erent subsystems. In many 
ases,the simplest (and 
heapest) way to substantially in�uen
e important dynami
al pro
esses isthe detailed modeling and model-based advan
ed feedba
k design for the a�e
ted 
omponentsPreprint submitted to Control Engineering Pra
ti
e O
tober 22, 2010



of the system. One example for su
h a pro
edure is the su

essful modeling, identi�
ationand dynami
 inversion based 
ontroller design for stabilizing the primary 
ir
uit pressure atthe Paks Nu
lear Power Plant in Hungary in 2004-2005 (see, e.g. [27℄, [31℄). This 
ontrollerimplementation (together with other important re
onstru
tion steps) largely 
ontributed tothe possibility that the average thermal power of the plant units 
ould be in
reased by 1-2%. The implemented 
ontroller is a redundant networked 
ontrol system (NCS), where themeasurement results and the 
ontrol 
ommands are transferred to the 
omputing units anda
tuators through an Ethernet network.The Paks Nu
lear Power Plant belongs to the group of Pressurized Water Rea
tors(PWRs). It was founded in 1976 and started its operation in 1981. The plant operatesfour VVER-440/213 type rea
tor units with a total nominal (ele
tri
al) power of 1860 MWs.About 40 per
ent of the ele
tri
al energy generated in Hungary is produ
ed here. Consider-ing the load fa
tors, the Paks units belong to the leading ones in the world and have beenamong the top twenty-�ve units for years. The re
onstru
tions in
luded retro�tting some
ontrol loops that were designed and put into operation in the 1980's. As we will see later,the pressurizer and the 
orresponding pressure 
ontroller have key importan
e in maintainingthe operation of the power plant.The aim of this paper is to brie�y des
ribe the whole engineering design pro
ess from thephysi
al modeling of the equipment through the identi�
ation and 
ontroller design steps tothe safety 
riti
al implementation of the 
ontrol loop.The outline of the paper is as follows. Se
tion 2 
ontains the brief des
ription of thepro
ess modeling pro
edure, and se
tion 3 is devoted to the model identi�
ation problem.The dynami
 inversion based 
ontroller design and the performan
e analysis of the networked
ontrol loop are presented in se
tions 4 and 5, respe
tively. The implementation issues andresults are summarized in se
tion 6, and �nally, se
tion 7 
ontains the most important
on
lusions.2. Pro
ess modeling2.1. Modeling goal and ba
kgroundModeling of industrial vaporizers, expansion tanks and alike depends heavily on themodeling goal. Most of the 
ommer
ially available dynami
 models are implemented in



steady-state or dynami
 simulators (see e.g. [1℄) and are used for equipment design andretro�tting purposes. The models used for these purposes are typi
ally in the form of partialdi�erential equations that are dis
retized in spa
e to have a lumped version. This way ahigh dimensional (with 10-100 state variables) 
ompli
ated dynami
 model is obtained thatis unne
essarily 
omplex for 
ontrol appli
ations.There are a few papers in the literature that report on developing simple dynami
 modelsfor boiling water or pressurized water rea
tors for various purposes. A simple model wasdeveloped by [15℄ for the thermal-hydrauli
s part of a BWR rea
tor that is used for stabilityanalysis of the rea
tor under di�erent operating 
onditions. A relatively simple dynami
model used in a training 
ourse for simulation purposes is reported in [25℄. There are also afew simple dynami
 models available for the individual operating units in the primary 
ir
uit.A similar approa
h to ours has been used for the modeling and identi�
ation of a drum boilerin a boiling water rea
tor in [2℄. Simpli�ed models of the primary 
ir
uit dynami
s of VVERplants were published in [39, 40℄ where the pressurizer model as a subsystem is in
luded withslightly di�erent assumptions from what are used in this paper.Based on the above 
onsiderations, a simpli�ed lumped dynami
 model of the pressurizerin original physi
al 
oordinates is presented in this se
tion for identi�
ation and 
ontroldesign purposes. The applied method is to use �rst engineering prin
iples to 
apture themost important dynami
s of the system [9℄.2.2. System des
ription and operationThe VVER is a pressurized water rea
tor, that keeps the pressure of the primary 
ir
uithigh enough su
h that the 
oolant 
annot boil. The task of the pressurizer is to keep thispressure within a predefned range. The pressurizer is a verti
al tank within whi
h there ishot water at a temperature of about 325◦C and steam above. If the primary 
ir
uit pressurede
reases, ele
tri
 heaters swit
h on automati
ally in the pressurizer. Due to the heatingmore steam will evaporate and this leads to a pressure in
rease. If the in
reasing pressurein the pressurizer rea
hes a 
ertain limit, �rstly the heaters are turned o� and then 
oldwater is inje
ted into the tank (if needed) to redu
e the pressure down to the prede�nedrange [23℄. The water inje
tion is 
onsidered an emergen
y operation and therefore it willnot be modeled. In the original 
on�guration, four heater groups ea
h having 90kW of power
ould be separately turned on/o� and therefore it was not possible to keep the pressure in



a su�
iently narrow range. However, after the re
onstru
tion, the heating power 
an be set
ontinuously in the range of 0�360kW. This heating power expressed in units of 90kW is thesystem input (u), and the measured and 
ontrolled output is the pressure in the tank (seeFig. 1).
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Figure 1: Simpli�ed �owsheet of the pressurizer2.3. Engineering modelThe intended use of the model is 
ontroller design in normal operating mode where thevapor 
an be 
onsidered to be in equilibrium with the liquid phase (saturated vapor), i.e. thedynami
s of the vapor phase is in�nitely qui
k 
ompared to the other dynami
 e�e
ts andthe mass of the vapour phase is negligible 
ompared to the other masses. Therefore, we 
anassume that the pressurizer 
ontains pure water (the boron 
ontent is negligible) that is in



equilibrium with the vapor. Furthermore, 
onstant physi
o-
hemi
al properties and 
onstantoverall mass are assumed for both the water and the wall of the tank. Thus, the simpli�edmodel 
onsists of two energy balan
es: one for the water and and another one for the wallof the tank as balan
e volumes.Water energy balan
e
dU

dt
= cpmTI − cpmT +KW (TW − T ) +WHE · u (1)Wall energy balan
e

dUW

dt
= KW (T − TW )−Wloss (2)The following 
onstitutive equations, des
ribing the relationship between the internal energiesand the 
orresponding temperatures, 
omplete the model.

U = cpMT, (3)
UW = CpWTW , (4)The variables and parameters of the above model and their units of measure are shown inTable 1.We 
an list the disturban
es with physi
al meaning as follows.

• Primary 
ir
uit water in�ltrationThis e�e
t is taken into a

ount with the in-
onve
tion term cpmTI in the water energy
onservation balan
e (1), where the in- and outlet mass �owrate m is 
ontrolled to beequal (but might 
hange in time) and the inlet temperature TI 
an also be time-varying.
• Energy lossThis e�e
t is modeled as a loss term Wloss in the wall energy balan
e (2).The pressure of saturated vapor in the gas phase of the tank depends strongly on thewater temperature in a nonlinear (exponential) way. The experimental measured data foundin the literature [24℄ have been used to 
reate an approximate analyti
 fun
tion to des
ribethe dependen
e. The fun
tion has the form

p = h(T ) =
eϕ(T )

100
, (5)



Table 1: Model variables and parameters
T water temperature ◦C
TW tank wall temperature ◦C
cp spe
i�
 heat of water Jkg◦C
U internal energy of water J
UW internal energy of the wall J
m mass �ow rate of water kgs
TI inlet water temperature ◦C
M mass of water kg
CpW heat 
apa
ity of the wall J

◦C
u input heating power 90kW
KW wall heat transfer 
oe�
ient W

◦C
χi on/o� (1/0) state of the ith heater �
Wloss heat loss of the system Wwhere ϕ(T ) = c0 + c1T + c2T

2 + c3T
3. For the parameters of ϕ, the following values wereobtained

c0 = 6.5358 · 10−1, c1 = 4.8902 · 10−2, c2 = −9.2658 · 10−5, c3 = 7.6835 · 10−8 (6)The validity range of the model is the usual operating domain of the pressurizer, i.e.315◦C ≤ T ≤ 350◦C. In pressure terms, this means 105.65 bar≤ p ≤137.09 bar.2.4. Continuous time state-spa
e modelBased on eqs (1)-(2) and (3)-(4) we 
an write the system model in the following standardstate-spa
e form
ẋ = Ax+Bu+ Ed (7)



where the state ve
tor x = [T TW ]T , the manipulable input u ∈ [0, 4]. The disturban
einput ve
tor is d = [TI Wloss]
T . Additionally, the matri
es in (7) are the following

A =

[

−m
M

− KW

cpM
KW

cpM
KW

CpW
− KW

CpW

]

, B =

[

WHE

cpM

0

]

, E =

[

m
M

0

0 − 1
CpW

]

, (8)The physi
ally measurable output of the system is the pressure p in the pressurizer but weassume that the fun
tion h in Eq. (5) is known and invertible, therefore we 
an write alinear output equation
y =

[

1 0
]

x (9)with x1 = h−1(p).3. Model identi�
ation3.1. Stru
ture estimationTo validate the proposed model stru
ture (8), a parti
ularly useful tool is the elementarysubsystem (ESS) representation of the dis
rete time transfer fun
tion of the system. TheESS stru
ture estimation algorithm proposed by [16℄ and the re
ursive estimation algorithm[5℄ is started from an overestimated stru
ture and its parameters. By using a predi
tionerror method, a maximum likelihood estimator �nds the smallest required model stru
tureand its parameters. Be
ause of the advantageous parametrization, the method has ex
ellent
onvergen
e properties. In the 
ase of output error estimation, the method works with thefollowing set of dis
rete-time models:
y(k) =

nr
∑

i=1

biz
−1

1 + aiz−1
u(k − d) +

nc
∑

i=1

q1iz
−1 + q2iz

−2

1 + p1iz−1 + p2iz−2
u(k − d) (10)where the required stru
tural parameters are nr and nc for the number of real poles and
omplex pole-pairs respe
tively, d for the time delay. The model parameters are ai, bi, qijand pij.In our 
ase, the basi
 question at this step was the following: Based on the measuredinput-output data, is it worth dividing our system model into more balan
e volumes thanit is written in Eqs. (1)-(2), i.e. is a more detailed lumped system model able to reprodu
e



the measured output in a better way? The results showed that already one real pole 
andes
ribe the input-output behavior of the system in a satisfa
tory way, and two real polesbring only limited improvement 
ompared to this. Involvement of 
omplex pole-pairs andany additional real poles do not improve the predi
tion error at all. This means that thee�e
tive identi�
ation of the stru
ture (8)-(8) is possible only if we 
an separate the dynami
sof the water and the tank wall temperature by using some prior engineering information.Lu
kily, the knowledge of the water mass M gave us this ne
essary information (see se
tion3.3). More details about the stru
ture estimation 
an be found in [31℄.3.2. Stru
tural identi�ability analysisOn
e the model stru
ture is �xed, the next key step is parameter estimation the qualityof whi
h is 
ru
ial in the later usability of the obtained model [17℄. It is known however,that physi
al parametrization is often not the best one for system identi�
ation from a
omputational point of view and alternative parametrizations have to be found e.g. toobtain a 
onvex obje
tive fun
tion in the transformed parameters [19℄, [18℄. The notationsand methods used in this se
tion are taken from [19℄ where the ne
essary additional details
an be found.The model 
lass 
onsidered is of the following form
ẋ = f(x, u, θ), x(0) = x0 (11)
y = h(x, u, θ) (12)where x ∈ R

n is the state ve
tor, y ∈ R
m is the output, u ∈ R

k is the input, and θ ∈ R
ddenotes the parameter ve
tor. We assume that the fun
tions f and h are polynomial in thevariables x, u and θ.Shortly speaking, global stru
tural identi�ability means that

ŷ(t|θ′) ≡ ŷ(t|θ′′) ⇒ θ′ = θ′′ (13)where
ŷ(t|θ) = h(x(t, θ), u(t), θ) (14)and x(t, θ) denotes the solution of (11) with parameter ve
tor θ.



The stru
ture (11) is globally identi�able if and only if by di�erentiating, adding, s
alingand multipying the equations the model 
an be rearranged to the parameter-by-parameterlinear regression form:
Pi(u, y; p)θi −Qi(u, y; p) = 0 i = 1, . . . , d (15)where Pi(u, y; p) and Ui(u, y; p) are di�erential polynomials in u and y, and p denotes timedi�erentiation.The environmental energy loss Wloss is a non-measurable disturban
e and it will betreated as 
onstant. Let us introdu
e the following transformed parameters for Eqs. (7)-(8)

p1 =
m

M
, p2 =

KW

cpM
, p3 =

1

cpM
, p4 =

KW

CpW
, p5 = −

1

CpW
Wloss (16)Then the system model 
an be written as

ẋ1 = (−p1 − p2)x1 + p2x2 + p1d1 + p3u, (17)
ẋ2 = p4x1 − p4x2 + p5 (18)
y = x1 (19)After eliminating x1, x2 and using the fa
t that TI was known and 
onstant during theobserved operation, we obtain the following input-output relation:

ÿ = (−p1 − p2 − p4)ẏ + p1p4(d1 − y) + p3p4u+ p2p5 + p3u̇ (20)It is easy to see that (20) is in a standard regression form where the further transformedparameter ve
tor θ is given by
θ =

[

(−p1 − p2 − p4) p1p4 p3p4 p2p5 p3

]T (21)It is also visible that by taking the further time derivatives of (20) and expressing andsubstituting θis, the parameter-by-parameter regression form (15) 
an be obtained (althoughthe expressions for Pi and Qi be
ome quite lengthy during the 
al
ulations).If we have an estimation for θ, then p1, . . . , p5 
an be 
omputed in the following order:
p3 = θ5, p4 = θ3/p3, p1 = θ2/p4, p2 = −θ1 − p1 − p4, p5 = θ4/p2 (22)



The above 
omputations show that the model (18)-(19) is stru
turally identi�able with pa-rameters p1, . . . , p5 if the disturban
e TI is 
onstant.There are altogether six physi
al parameters in the equations (16), namely: m, M , cp,
KW , CpW , and Wloss. Naturally, all these six parameters 
annot be separately identi�edfrom p1, . . . , p5 and we have to rely on some prior knowledge to be able to determine them.A realisti
 approa
h is that the measured 
onstant �ow rate m is assumed to be known.In this 
ase, the physi
al parameters 
an be determined as follows

M =
m

p1
, cp =

1

Mp3
, KW = p2cpM, CpW =

KW

p4
, Wloss = −p5CpW (23)From the above results we 
an 
on
lude that the model is stru
turally identi�able also inthe physi
al 
oordinates if m is known a-priori. The detailed 
omputations for this 
an befound in [28℄.3.3. Model parameter estimationFor the model parameter estimation, a pressure measurement re
ord of about 10 hourswere used with a sampling time of 10s. The input of the system 
onsisted of 5 swit
hingsbetween two dis
rete values of the manipulable input, where the swit
hing times were exa
tlyknown. It is important to note that the 
onstraints of the industrial environment seriouslylimited the type of appli
able input signals.The temperature-pressure 
urve was inverted by evaluating (5) at 200 equidistant pointsbetween 315 ◦C and 350 ◦C and approximating the inverse using 3rd order splines. Themeasured input and output of the system is shown in Fig. 2.The obje
tive fun
tion to be minimized was the standard squared two-norm of the dif-feren
e between the measured and simulated output, i.e.

VT =

∫ T

0

ǫ2(t, θ)dt (24)where ǫ(t, θ) = y(t) − ŷ(t|θ) and y denotes the measured temperature data. The obtainedphysi
al parameter values were the following (their units of measure are found in Table 1):
m = 0.15, M = 30138, KW = 63204, cp = 4183, CpW = 4.8477 · 107, Wloss = 1.3588 · 105(25)
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Figure 2: Measured input and output of the systemThe obje
tive fun
tion value with the above parameters was VT = 26.31. The orders ofmagnitude and values of the estimated parameters are fully a

eptable from a physi
al pointof view. The �t between the measured and simulated temperatures is fairly good as it isvisible in Fig. 3. It 
an also be seen on the small variations of the measured temperaturethat some unmodeled phenomena (e.g. evaporation and pre
ipitation) took pla
e in thesystem or 
ertain parameters were a
tually not 
onstant during the operation.4. The 
ontroller design method4.1. Dynami
 inversion-based 
ontrol designRe
ently, 
ontroller design based on dynami
 inversion has gained 
onsiderable interest,parti
ularly in the �eld of aerial and spa
e vehi
les [13℄, [21℄.In order to design an advan
ed 
ontroller for the pressurizer, the referen
e tra
king prob-lem of a Wiener system, i.e. an inter
onne
tion of an LTI system with a stati
 outputnonlinearity, has to be solved. The problem of (asymptoti
) tra
king 
onsists in �nding
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Figure 3: Fit between measured and simulated temperaturesa 
ompensator su
h that the 
losed�loop system is internally stable and for any desiredtraje
tory yd the output of the 
losed�loop system (asymptoti
ally) approa
hes yd.There are numerous papers dealing with the 
ontrol design based on Wiener model stru
-ture, e.g. [14℄, [33℄, [37℄. Usually, for 
ontroller design purposes the stati
 non-linearities areremoved by an inversion, however, the inverse of the nonlinearity 
an be delivered by theidenti�
ation algorithm, too. The spe
ial way in whi
h the nonlinearity enters the Wienermodel 
an be exploited by transforming it into un
ertainty. The result will be an un
ertainlinear model, whi
h enables to use for example robust linear MPC te
hniques, see [4℄, [36℄.Di�erent type of problems 
an be distinguished based on the stru
ture imposed to theset of the desired traje
tories. The most highly stru
tured situation is when this set is�nite [10℄. If the 
lass of desired traje
tories 
an be des
ribed by an exosystem, i.e., anautonomous, noninitialized set of di�erential equations with an output, then the problem is
alled the regulator or servome
hanism problem [11℄. If yd is generated by a model that is afor
ed, noninitialized dynami
al system, the problem is usually termed as (asymptoti
)modelmat
hing [6℄, [12℄.In this se
tion the design of the dynami
 inverse of the linear part of the Wiener modelwill be presented following [27℄ where more details 
an be found. The unmeasured output zit is supposed to be 
omputed using a stati
 nonlinear inverse fun
tion that it is assumed to



be given. In most of the 
ases, this stati
 inverse fun
tion is provided by an identi�
ationpro
ess of a Wiener model as a spline approximation, or by an approximation given bya suitable set of orthonormal fun
tions, e.g. Chebysev polynomials or wavelets. By thisassumption, instead of the desired output yd of the nonlinear system, one 
an also work withthe 
orresponding desired output of the linear part of the system, i.e. zd.Let us re
all that if the system is invertible, then V ∗, i.e. the maximal (A,B)-invariantsubspa
e 
ontained in kerC, indu
es a de
omposition of the linear system into:
ẋ1 = A11x1 + A12x2 +B1u (26)
ẋ2 = A21x1 + A22x2 (27)
z = C1x1, (28)where ImB = ImB1 and x1 ∈ V ∗⊥ , see [3℄, [38℄. Let us denote the subsystem formed by(26) and (28) by Σ1 and the subsystem (27) by Σ2.By applying the feedba
k u = F1x1 + F2x2 + v, with F = [F1 F2]

T that renders V ∗

(A+BF,B) invariant, one 
an obtain the system:
ẋ1 = A11x1 +B1v, z = C1x1. (29)Let us denote this system by Σ1,f . By 
hoosing a solution F2 of the equation A12+B1F2 = 0one 
an set F1 = 0.Denoting by ci the rows of C1 let us 
onsider the subspa
e

span{c1, · · · , c1A
γ1
11, · · · , cp, · · · , cpA

γp
11} (30)where ciA

l
11B1 = 0, for l < γi, and γi are 
hosen su
h that the spanning ve
tors are linearlyindependent. It follows, that 
hoosing the basis (30) for V ∗⊥, one 
an de�ne a 
oordinatetransform S that maps x1 to z̃, where

z̃ =
[

z1, · · · , z
(γ1)
1 , · · · , zp, · · · , z

(γp)
p

]T

. (31)In this basis one has a parti
ulary simple form of the de
omposition (29). It follows, that
v = B−r

1 S−1( ˙̃z − SA11S
−1z̃) := λ(z), (32)

x1 = S−1z̃ := ζ(z), (33)



where B−r
1 is the right inverse of B1.The required input to tra
k a desired output signal zd is given by the dynami
 system

η̇d =A22ηd + A21ζ(zd) (34)
ud =F2ηd + λ(zd), (35)provided that this input is applied to the original system started from the initial 
onditiongiven by x0 = T−1

[

x10

x20

]

, where x20 
an be arbitrarily 
hosen but x10 should be set to
x10 = S−1z̃d(0).In pra
ti
e it seldom happens that one 
an impose on the system the required initial
onditions, therefore, there will be an error in the whole state. To 
lose the loop, a suitablelinear dynami
al system of the tra
king error is added to the linearizing 
ontrol input. Byexamining the "open�loop" equations (34) one 
an observe that it is possible to introdu
ean "outer�loop" by applying an error feedba
k, that modi�es the equations (35) that de�nethe 
ontrol input. This idea is highlighted by the dotted line part of Figure 4.
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ed (e.g. H∞) 
ontroller 
an be designed in order tominimize the in�uen
e of the disturban
es on the performan
e of the tra
king error.



Remark 1. In order to 
ope with the problem of disturban
es and measurement noise it issuitable to have additional measurements, that makes the pair (A+BF, C̄) fully observable.In this 
ase the designer has additional possibilities to set a meaningful H∞ 
ontrol problem,and to guarantee robust performan
e properties of the 
ontroller.Remark 2. The dynami
 inverse system for dis
rete systems 
an be obtained in a similarmanner by using the shift operator qu(t) = u(t + 1) instead of the di�erentiation operator.The derivation is straightforward, hen
e it is omitted.4.2. Controller design for the pressurizerThe main 
ontrol goal is to stabilize the pressure at a pres
ribed referen
e value (typi
allyaround 123-124 bars whi
h is equivalent to approximately 327 ◦C in terms of temperature).Moreover, the 
ontroller's additional task is to suppress the e�e
t of measurement noise andthat of the time-varying disturban
es (Wl, TI).Using the theory des
ribed in se
tion 4.1, the brief summary of the 
ontroller designmethod is the following. The state-spa
e equations of the open loop system (7) 
an berewritten as
ẋ1 = a11x1 + a12x2 +Buu+ ETTI (36)
ẋ2 = a21x1 + a22x2 − EWWl (37)where aij = Aij, Bu = B1, ET = E11 and EW = E22 in (8)-(8). Let xr

1 denote the referen
evalue for x1 (i.e. zd = xr
1). Furthermore, let us denote the nominal (mean) values for thetime-varying disturban
es by TI,n and Wl,n, respe
tively.Note that the system equations (36)-(37) are already in the form of eqs. (26)-(27) withextra disturban
e terms. Sin
e A11 = a11 is a s
alar, we don't need the general 
oordinatestransformation S des
ribed in se
tion 4.1, and the equations of the inversion 
ontroller 
anbe derived in the following straightforward way. The dynami
 equation of the inversion
ontroller is given by

η̇ = a22η + a21x
r
1 − EWWl,n (38)The input u is expressed as u = ur + v, where

ur =
1

Bu

(ẋr
1 − a11x

r
1 − a12η − ETTI,n), (39)



and v is a new input term for additional feedba
k.The state variables of the tra
king error system are de�ned as
s1 = x1 − xr

1, s2 = x2 − η (40)Substituting (39) into (36) gives
ẋ1 = a11(x1 − xr

1) + a12(x2 − η) + ET d̃1 (41)where d̃1=TI − TI,n. For the tra
king error dynami
s, we get
ṡ1 = a11s1 + a12s2 + ET d̃1 +Buv (42)
ṡ2 = a21s1 + a22s2 − EW d̃2 (43)where d̃2=Wl −Wl,n.Taking into 
onsideration that x1 is the measured state variable, we 
an shape the errordynami
s with a dynami
 (or stati
) 
ontroller of the general form

ξ̇ = Mc1ξ +Mc2s1 (44)
v = Mc3ξ +Mc4s1, (45)4.3. Simulation testsThe 
onditions of the simulation were the following: there were applied noisy Wloss andnoisy T i and it was 
onsidered also a disturban
e. These are shown in Figure 5(a) and 5(b).The signal given by the 
ontroller is illustrated in Figure 5(
). Due to the physi
alrestri
tions imposed by the a
tuator the a
tual 
ontrol input di�ers slightly from the requiredone.The simulated output of the linear part of the system (temperature) is shown in Figure5(d). The 
omputed values based on the measurements Tp and the noise free outputs T arealso depi
ted.The simulated output of the nonlinear system (pressure) is shown in Figure 5(e). Thenoise free 
omputed values p and the measured values pz are also illustrated.The regulated values of the pressure remained between the spe
i�ed required levels, i.e.,between 123.5 and 124 bar.
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5. Performan
e analysis of the networked 
ontrol solution5.1. Theoreti
al ba
kgroundIt is well known that the performan
e or even the stability of a networked 
ontrol loop aresigni�
antly in�uen
ed by network phenomena su
h as delays, pa
ket losses or link failures[30℄, [32℄. The 
on
epts and results summarized in this subse
tion are mostly taken from[22℄ and [30℄. The basi
 
on�guration of a networked 
ontrol system 
an be seen in Fig. 6,where xp and xc are the states of the plant and the 
ontroller, respe
tively, y ∈ R
r is theplant output, u ∈ R

p is the 
ontroller output, while ŷ ∈ R
r and û ∈ R

p are the most re
entlytransmitted plant and 
ontroller output values through the network. e is the error 
ausedby network transmission that is de�ned as
e(t) =

[

ŷ(t)− y(t)

û(t)− u(t)

] (46)Individual a
tuators and sensors 
onne
ted to the networks are 
alled nodes. We assumethat node data are transmitted at time instants {t0, t1, . . . , ti} where i ∈ N. The transmissiontime instants satisfy ǫ < tj+1 − tj ≤ τ for j ≥ 0 where ǫ, τ > 0. The upper interval bound τis 
alled the maximum allowable transfer interval (MATI).
Figure 6: Networked 
ontrol systemUsing the notation x = [xT
p xT

c ]
T ∈ R

n, the dynami
 equations of a networked 
ontrolsystem with disturban
e ve
tor w ∈ R
m between the transmission instants 
an be written as

ẋ = f(t, x, e, w), t ∈ [ti−1, ti] (47)
ė = g(t, x, e, w), t ∈ [ti−1, ti] (48)



The dis
ontinuous 
hange of e during transmission instants 
an be modeled as a jump system
e(t+i ) = (I −Ψ(i, ê(ti)))e(ti) (49)
ê(t+i ) = Λ(i,Ψ(i, ê(ti))e(ti), ê(ti)) (50)where ê is the de
ision ve
tor of the network s
heduler, Ψ is the s
heduling fun
tion and

Λ is the de
ision update fun
tion. More details about the dynami
s (49)-(50) in the 
aseof di�erent s
heduling proto
ols 
an be found in [30℄. A key feature of network s
hedulingproto
ols from the point of view of 
losed loop stability is the so-
alled persistently ex
iting(PE) property. A

ording to the de�nition, a proto
ol is uniformly PE in time T if itregularly visits every network node within a �xed period of time T .In the LTI or linearized 
ase Eqs. (47)-(48) will be used in the form
ẋ = Φ11x+ Φ12e (51)
ė = Φ21x+ Φ22e (52)where Φij are 
onstant matri
es of appropriate dimensions.Let us introdu
e the following notations. A+

n denotes the set of positive semide�nitesymmetri
 n × n matri
es with positive entries. For x, y ∈ R
n, x � y ⇐⇒ xi ≤ yi for

i = 1, . . . , n. For an n-dimensional ve
tor x, x̄ = [|x1|, . . . , |xn|]
T . The following theoremfrom [30℄ will serve as a theoreti
al basis for our forth
oming 
al
ulations in se
tion 5.2.Theorem 1: Suppose that the NCS s
heduling proto
ol of (47)-(50) is uniformly persis-tently ex
iting in time T and the following assumptions hold1. There exist Q ∈ A+

n and a 
ontinuous output of the form ỹ(x, w) = G(x) + w so thatthe error dynami
s (48) satis�es
ḡ(t, x, e, w) � Qē + ỹ(x, w) (53)for all (x, e, w), for t ∈ (ti, ti+1), and for all i ∈ N.2. (47) is Lp stable from (e, w) to G(x) with gain γ for some p ∈ [1,∞].3. the MATI satis�es τ ∈ (ǫ, τ ∗), ǫ ∈ (0, τ ∗), where

τ ∗ = ln(v)/(|Q|T ), (54)



and v is the solution of
v(|Q|+ γT )− γTv1−1/T − 2|Q| = 0. (55)Then the NCS is Lp-stable from w to (G(x), e) with linear gain.Using Theorem 1, a sharp and pra
ti
ally usable estimation 
an be obtained for thea

eptable upper bound of the MATI su
h that the Lp stability of the 
losed loop system ispreserved.5.2. The 
ontrolled pressurizer as an NCSFor the simpli�
ation of the forth
oming 
al
ulations, we will use the following (some-times simplifying) assumptions for the analysis.

A1 The time-varying disturban
es TI and Wl are 
onstant. This assumption approximatesreality quite well if we 
onsider a few minutes to approximately one hour of systemoperation, be
ause the 
hange of these disturban
es is usually rather slow 
omparedto the system dynami
s.
A2 The nominal values of disturban
es (TI,n, Wl,n) are 
onstant.
A3 Zero order hold is assumed on the input.
A4 The temperature referen
e xr

1 is (at least pie
ewise) 
onstant.
A5 Pressure measurement noise is not taken into 
onsideration during the analysis.
A6 Similarly to the examples in [30℄, all the network indu
ed errors are grouped to theoutput, i.e. e = ŷ(t)− y(t).The analyzed dynami
 inversion based 
ontroller uses a stati
 error feedba
k, therefore the
ontroller equations (38), (39) and (45) 
an be summarized in the following simple state-spa
emodel 
ontaining only one state variable (denoted by x3):

ẋ3 = Acx3 +Bc1x1 + (Bc1 − Bc4)x
r
1 +Bc3Wl,n

yc = Dc4x1 + Ccx3 + (Dc1 −Dc4)x
r
1 +Dc2TI,n



where Ac, Bci, Cc and Dci are the 
ontroller parameters, and x1 is the temperature in thepressurizer. The a
tual system input 
an be 
omputed as
u = yc + e (56)Using (56), the equations of the 
losed loop system 
an be written as

ẋ1 = (a11 +BuDc4)x1 + a12x2 +BuCcx3 + ETTI

+Bu(Dc1 −Dc4)x
r
1 +BuDc2TI,n +Bue (57)

ẋ2 = a21x1 + a22x2 + EWWl (58)
ẋ3 = Bc4x1 + Acx3 + (Bc1 −Bc4)x

r
1 +Bc3TI,n (59)

yc = Dc4x1 + Ccx3 + (Dc1 −Dc4)x
r
1 +Dc2TI,n (60)Observe, that we have a LTI 
losed loop system model. Therefore, from Eqs. (57)-(59),matri
es Φ11 and Φ12 in (51) are obtained as

Φ11 =







a11 +BuDc4 a12 BuCc

a21 a22 0

Bc4 0 Ac






, (61)

Φ12 =







Bu

0

0






(62)Let us denote the ith row of Φ11 by Φi

11. Using assumptions A1�A4, the time derivative of
e 
an be written as

ė = −ẏc = −Dc4ẋ1 − Ccẋ3 =

−Dc4Φ
1
11x− CcΦ

3
11x−Dc4Bue−Dc4ETTI −Dc4Bu(Dc1 −Dc4)x

r
1 −

Dc4BuDc2TI,n − Cc(Bc1 − Bc4)x
r
1 − CcBc3Wl,n (63)From (63), matri
es Φ21 and Φ22 of (52) are the following

Φ21 = −Dc4Φ
1
11 − CcΦ

3
11 (64)

Φ22 = −Dc4Bu (65)



The 
ontroller parameters were the following
Ac = −0.0029, Bc1 = 0.0029, Bc3 = −0.0020,

Bc4 = 0.011, Cc = −2.1031, Dc1 = 2.11, (66)
Bc2 = −0.007, Bc4 = −7.58Using the model of the 
losed loop system (57)-(60), the estimated model parameters(25) and the 
ontroller parameters (66), the matri
es Φ11, Φ12, Φ21 and Φ22 are easy to
ompute (see [29℄ for the details).Sin
e the system is SISO, the number of network links 
an 
hosen to be one, i.e. T = 1.The L2 gain between the error e and the output ỹ = Φ21x is γ = 9.595 · 10−3. For theestimation of τ ∗, �rst we solve Eq. (55) that yields z = 1.499. The norm of Φ22 is easy to
ompute and thus: |Φ22| = |Q| = 9.5902 · 10−3.From these results and by solving (55), we obtain the following estimate for the MATI:

τ ∗ = 42.27 s. This proves, that the present sampling time of 10 s is a safe value from thepoint of view of L2 stability even if there are some network indu
ed delays that do not violate
τ ∗.6. Controller implementation6.1. Safety and fault toleran
e 
onsiderationsThe implementation of the primary 
ir
uit 
ontrol loops in nu
lear power plants is arather 
omplex task. The safety requirements have very high priority during the design and
onstru
tion of su
h systems. On the other hand, the 
ontinuity of the operation must bemaintained and 
ertain produ
tion 
riteria should be met at the same time.It is widely a

epted that it is advantageous to solve 
ontrol problems in high 
omplexitysystems using a de
entralized, hierar
hi
al stru
ture. Thus, modern 
ontroller implementa-tions are often based on de
entralized and embedded 
omputer systems. A key part of thede
entralized system is the 
ommuni
ation media between the individual subsystems. Inorder to in
rease safety, it's essential that the 
ontrol system 
ontains redundan
y. Redun-dan
y in itself 
an be quite e�e
tive in handling 
ertain faults, but there exist re
on�gurablefault tolerant solutions that represent a higher degree of safety. If a fault o

urs in su
h sys-tems, the redundant elements are re-grouped following a 
entralized or de
entralized s
heme,



and the whole system 
an 
ontinue its operation in a more or less degraded way. Dependingon the degree of degradation, one 
an de
ide for the 
ontinued operation (possibly with aparallel repair), or for the shutdown of the plant. Using a re
on�gurable redundant system,it is generally possible to safely handle more serious faults than the ones that are treatableby simple redundant solutions.Based on the above 
onsiderations, the implemented 
ontrol system is a partially re
on-�gurable redundant system that was designed and introdu
ed on the 1st, 3rd and 4th unitsof the NPP during the 2004-2006 period.6.2. Implementation detailsThe measurement of the physi
al variables is taking pla
e lo
ally and the measurementin
ludes some pre-pro
essing, �ltering and 
redibility test. The measurement results aretransferred to the 
omputer system in a 
ompressed format via digital network 
ommuni
a-tion. The operation of the a
tuators is lo
al, too, based on the input signals that are alsotransmitted through a digital network. To in
rease reliability, the a
tuation is 
ompletedwith a 
he
kba
k, the result of whi
h is returned to higher levels of the 
ontroller hierar
hythrough the network.The a
tual 
ontrol is realized using a 
omputer system inter
onne
ted by a digital 
om-muni
ation network. The key de
ision-making elements of the system are the PLCs X, Yand W (see Fig. 7). The 
omputers form a hierar
hi
al system where the 
ommuni
ation isgoing in su
h a way that ea
h level gets the amount of data that is ne
essary for its fun
-tions and transmits su
h data that are requested by the higher levels. Overall reliability isimproved by adding some redundan
y to the levels.The stru
ture of the pressure 
ontroller is shown in Fig. 7. Pressure sensors A, B and aPro�bus DP pressure sensor measure the pressure in the pressurizer. The sampling time is250 ms, the measurements are pro
essed by PLCs S1 and S2 using an averaging �lter. Sin
ethe physi
al pla
e of the pressure measurement is not identi
al to the pla
e to whi
h the the
ontrolled pressure 
orresponds, the pressure di�eren
e resulting from the height di�eren
eshould be taken into a

ount (also in PLCs S1 and S2). In ea
h sampling instant, both sensorssend a pressure measurement through the Pro�bus DP network, but only one sele
ted re
ordwill be pro
essed. The sele
tion primarily depends on the �rst 
orre
t measurement re
ordand on the 
redibility of 
ertain signals. The sele
tion pro
edure runs in PLCs Y, X and
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Figure 7: Stru
ture of Rea
tor Pressure Controller SystemW su
h that all three PLCs must sele
t the same pressure value. This requires that thesele
tion pro
edures to be implemented using majority (2v3) voting logi
 that must be freeof any fun
tional hazards. The main tasks of PLCs S1 and S2 are the pre-pro
essing andtransmission of pressure measurements towards PLC units Y, X and W. The other taskof these units is the organization of 
ommuni
ation between other units. The two PLCs
ontrol the transmission of messages in the network whi
h means that ea
h message rea
hesits target through these units.The Y, X, and W PLCs 
ontain the 
ontrol algorithm and these devi
es drive the real



a
tuators. These �eldbus 
ontrollers are 
apable of supporting all I/O modules. The Y,X, W devi
es automati
ally 
on�gure themselves, 
reating a lo
al pro
ess image whi
h mayin
lude analog, digital or spe
ialty modules. They are programmable a

ording to IEC 61131-3 using 512 KB program memory, 128 KB data memory and 24 KB retentive memory. The32-bit based CPU is 
apable of multitasking and has a battery ba
ked real-time 
lo
k. The
ontroller o�ers many di�erent appli
ation proto
ols whi
h 
an be used for data a
quisitionor 
ontrol (MODBUS, ETHERNET /IP) or for system managing and diagnosti
s (HTTP,BootP, DHCP, DNS, SNTP, FTP, SNMP and SMTP). This �eldbus 
ontroller is suitablefor data rates 100 Mbit/s yia TCP/IP network. Prote
tion against unauthorized a

ess isalso possible with full TCP /IP fun
tionality. When the se
urity option is swit
hed on, onlyprede�ned 
lients 
an 
ommuni
ate with the 
ontroller.An important part of the system is the power 
ontroller. This devi
e is a solid state power
ontroller with zero 
rossing swit
hing for resistive loads with 
urrent ratings up to 600A and660Va
 nominal voltages. The 
ontroller a

epts logi
al 
ommands in volts, milliamperes orfrom a PLC. Using a trimmer, it is possible to set the 
y
le time whi
h is used for the powermodulation in relation to the input analogue signal. The 
ontrol of the triphase loads 
an bemade used as master and one or more 
ontroller extenders 
an be used as slaves. Ea
h modelis equipped with a logi
 input to disable the solid state relay/power 
ontroller and eventuallybreak o� power supply. Di�erent options are available for the more 
riti
al appli
ations, su
has the load 
ontrol whi
h dete
ts and indi
ates partial load failure interruption/
ut-o�, witha LED on the fa
eplate, and a relay alarm output.The 'Rea
tor Unit Computer A and B' show the unit 
omputers already existing in theunit, that 
onne
ted to the pressure 
ontrol system to display information about 
urrent
onditions. There is an iFix SCADA system operating on these Unit Computers and they
onne
ted to the Y and W PLCs through a Mobdus over TCP/IP proto
ol. They re
eive theinformation about the 
onditions of the pressure 
ontrol system, whi
h need to be displayedfrom these units.6.3. Results and dis
ussionThe operational experien
es of the new pressure 
ontroller are very good. Using themore e�
ient 
ontrol, the pressure remains in a smaller interval than before. This madepossible a safe in
rease in the thermal power of the units by 1-2%. The main feature of the



new 
ontroller is that a very stable pressure value is guarenteed 
ompared to the previousos
illations, using a 
ontinuous range (0-360 kWs) of heating power. The amplitude of thepressure os
illations was redu
ed from 1 bar to 0.1 bar, see Fig. 8. In this way, a mu
hsmoother overall operation has been obtained whi
h is advantageous for the equipment inthe primary 
ir
uit.
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Figure 8: Pressure before and after the implementation of the new 
ontrol s
heme
7. Con
lusionThe paper has presented the main steps of the design of a pressure 
ontrolling tanklo
ated in the primary 
ir
uit of the Paks Nu
lear Power Plant in Hungary. Based on �rstengineering prin
iples a Wiener model has been 
onstru
ted whi
h has been validated. Usingthe identi�
ation step a �nal model with known stati
 nonlinearity is formulated.For 
ontrol design it is assumed that the inverse of the nonlinear part 
an be implemented.The proposed method does not assume that the full state ve
tor is measured and it is basedon a dynami
 inversion approa
h with error feedba
k. The implemented 
ontroller hasa hierar
hi
ally arranged distributed stru
ture in
luding measurement and 
ontrol PLCs,a 
ontinuous power 
ontroller and a spe
ial supervisor module 
onne
ted by a TCP/IPnetwork.



Using the theory of networked 
ontrol systems, the MATI has been 
omputed whi
hguarantees the L2 stability properties of the 
losed loop system. The 
omputed MATI valuehas been found mu
h larger than the sampling time of the a
tually implemented networked
ontroller. The 
al
ulations were 
he
ked against simulation results.The hardware and software design and implementation obey the safety-
riti
al require-ments imposed by the spe
ial nature of the 
ontrolled plant by applying redundan
y andspe
ial test operating modes and swit
hing strategy for ea
h system elements. The 
on-troller has been implemented and used in the units of Paks NPP. The use of the advan
ed
ontroller resulted in a smooth overall operation, whi
h is advantageous for the equipmentin the primary 
ir
uit. In addition, it has been possible to safely in
rease the thermal powerof the units by 1-2 %.A
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