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Abstract

In this paper a simple one compartment Hodgkin-Huxley tyeeteophysiological model
of GNRH neurons is presented, that is able to reasonablgdape the most important qual-
itative features of the firing pattern, such as baselinentiatie depolarization amplitudes,
sub-baseline hyperpolarization phenomenon and averaggffiequency in response to ex-
citatory current. In addition, the same model provides aeptable numerical fit of voltage
clamp (VC) measurement results. The parameters of the nhaglel been estimated using
averaged VC traces, and characteristic values of measurezht clamp traces originating
from GnRH neurons in hypothalamic slices. The resultingapeater values show a good
agreement with literature data in most of the cases. Apglparametric changes, which
lead to the increase of baseline potential and enhancexxiability, the model becomes
capable of bursting. The effects of various parameters tst bength have been analyzed

by simulation.

Key words: Hodgkin-Huxley type models, GhRH neuron, heuroendocogp] parameter

estimation

1 Introduction

Central control of reproduction in vertebrates is goverimgd neuronal pulse gen-

erator that controls the activity of hypothalamic neuramrthe cells secreting
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Gonadotropin-releasing hormone (GnRH). The pulsatileast of GhnRH, which
is closely associated with concurrent increases in muttelectrical activity in the
mediobasal hypothalamus (Knobil, 1980, 1988; Williamd etl®90; Wilson et al.,
1984; Conn and Freeman, 2000), is driven by the intrinsiwviacof GnRH neu-
rons, characterized by bursts and prolonged episodes etfitiep action potentials
correlated with oscillatory increases in intracellula?CéConstantin and Charles,

1999, 2001).

In close relation with this, several in vitro experimentsyéahown that changes
in cytosolic C&" concentration determine the secretory pattern of GnRH-(Sto
jilkovic et al., 1994), underlining that G4 plays a central role in the signal trans-
duction processes that lead to exocytosis. FurthermorBH3ecretion from per-
ifused GT1 and hypothalamic cells is reduced by L-typé'Cehannel inhibitors
and augmented by activation of voltage-gatedCehannels (Krsmanovic et al.,

1992).

The models of GnRH pulse generator, which can be found iratitee nowadays,
use very simple generalized neuron models and networkshdtanore, they are
neither based on the known membrane properties of GnRH ngumor are able to
describe the effect of gonadal hormones (Brown et al., 199dyertheless, these
investigations can provide novel results about pulsggiitd synchronization (Gor-

dan et al., 1998; Khadra and Li, 2006).

To increase the clinical relevance of the dynamic GnRH nmmdele has to use
sub-models based on as up-to-date biological informatsoavailable, and reduce
the role of empirical and phenomenological approachesyexseare the biological
knowledge makes it possible. In the field of computationaroendocrinology, in

addition to GnRH related topics, good examples of this apghiare the articles of



Komendantov et al. (2007) and Roper et al. (2003), whichestdmagnocellular

neurosecretory cells.

The general aim of this work is to construct a simple dynamicieh of a GhRH
neuron that reproduces some of its characteristic pre@gsefsiee section 2) and the

parameters of which can be determined from measurements.

1.1 General electrophysiology and modelling of GnRH nesiron

With the application of cell marking based on the green flsogat protein (GFP)
and transgenic mice, the targeted measurements and elegsrological exper-
iments on GnRH neurons became available (Herbison et &1;28uter et al.,
2000). Another possibility for gaining measured data isapplication of so called
"iImmortalized” GnRH neurons (Mellon et al., 1990; Wetselkkt 1992). Since
these methods became widespread, the electrophysidléeptares of this impor-
tant neuroendocrine cell have been studied extensivelydqierimentally and by
constructing mathematical models to explain the undeglyimechanisms of their

properties.

Sim et al. (2001) have classified GnRH neurons in intact fenaalult mice as
belonging to four distinct types. Herbison et al. (2001)éakiaracterized the ba-
sic membrane properties of GnRH neurons. As mentioned iartide (Herbison
etal., 2001), none of the GnRH neuron types seems to expressis electrophys-
iological ‘fingerprint’ in terms of the types of the expredsen channels. However
several recordings have demonstrated significant heteettyen the basic mem-
brane properties of GnRH neurons (Spergel et al., 1999y 8utd., 2000) which

points to functional heterogeneity. Furthermore, the dyica of GhRH neurons



are affected by peripherial hormones including estradig) (DeFazio and Moen-
ter, 2002; Maurer et al., 1999; Farkas et al., 2007; Herhi2008; Chu et al., 2009)
and progesterondf) (Karsch et al., 1987; Chabbert-Buffet et al., 2000).

Based mainly on data collected from immortalized GT1 callspuple of mathe-
matical models (LeBeau et al., 2000; Van Goor et al., 200€xcRer and Li, 2009)
have been proposed to explain some of the observed expé¢almesults. These
models focus mainly on the autocrine regulation by GnRHughoadenylyl cy-

clase and calcium coupled pathways (Helmreich and Balewaljil 980).

However, the firing pattern of GT1 cells and that of the mogeillslished in these
articles is qualitatively different compared to GFP-tagyg@RH neurons origi-
nating from hypothalamic slices. The depolarization, pp&arization amplitudes
and the spontaneous firing frequency are much lower in theeafdST1 cells (com-
pare eg. the data published in (Van Goor et al., 1999a,b; deR¢ al., 2000; Van
Goor et al., 2000) and (Sim et al., 2001; Chu and Moenter, 20@fazio and
Moenter, 2002)). This implies that while these models caagy@opriate for ana-
lyzing the mechanism of action corresponding to GnRH andwuardrugs which
act through C&" coupled pathways, they may be inadequate when the aim is to
describe the in vivo behavior of GnRH neurons and the GnRIsgygkenerator
network. Furthermore these models do not include the A-pgtassium current,
which is shown to be present in GnRH neurons (Kusano et @5;18onstantin
and Charles, 2001; Sim et al., 2001; Bosama, 1993; Herbisah,e2001) and
is affected by the ovarian hormone estradiol (DeFazio aneémnkr, 2002; Farkas
etal., 2007), and thus may be a key regulator of neuronaligotiuring the ovarian

cycle.

In order to fulfill the aim of electrophysiological model adgpment, GFP-based



patch clamp recordings were carried out on mouse GnRH ns\ftbe transgenic
mice were available by courtesy of S. Moenter, Univ. of \iigi Charlottesville,
VA, USA). In the present work the obtained data are used totifyea Hodgkin-

Huxley type conductance-based model (Hodgkin and Hux@y2)1 of membrane
dynamics. The elements of the model (ionic conductancesauific types of ionic
channels) were designed using literature data abut the@béysiological proper-

ties of GnRH neurons.

The outline of this paper is as follows; In section 2 the reggiiproperties of the
model are specified, in section 3 the measurement methodsaih@matical mod-
elling are described. Section 4 summarizes the simulagsualts of the model.
Conclusions are drawn in 5. The two appendices describestiadsiof model equa-

tions, the parameter estimation and its results.

2 Model specification

In this section the desired features of the model are defaedthe intended use

of the model is explained.

2.1 Characteristic features to be described by the model

The above mentioned experimental observations indicgp@itant characteristic
features of GnRH neurons, which should be reproduced by dademThese are as

follows.

(1) The model should be able to reproduce the shape of aati@mpals observed

in GnRH neurons originating from hypothalamic slices (Strale 2001; Chu



and Moenter, 2006; DeFazio and Moenter, 2002), in partichkahigh depo-
larization amplitudes and the characteristic sub-baselityperpolarization
after the action potentials (APS)

(2) The model should exhibit similaxcitability propertiego the cells observed
during the measurement process. This means that the samatdnijection
which proved to be able to evoke APs during measurement gdhimve the
same effect on the model.

(3) The model should qualitatively reproduce the typ\¢@l(voltage clamp) traces
of GNRH neurons originating from hypothalamic slices.

(4) The model should be capablelmirsting Bursting properties have been de-
scribed in several articles corresponding to GnRH neuroiggnating from
hypothalamic slices (Kuehl-Kovarik et al., 2005; Suterletz000; Chu et al.,
2009) as well as in the case of GT1 cells (Van Goor et al., 19@%larles
and Hales., 1995). The duration of bursts in GhnRH neurone baen found
dominantly to range between 1 and 40 s with an average freguout 10

Hz.

2.2 Intended use of the model

Several mathematical models can be found which aim at dsgrthe hormone
levels during the menstrual cycle (Bogumil et al., 1972;g8liene and Svitra,
2000; Harris, 2001; Harris et al., 2006; Reinecke and Detd|2007). The GhnRH
pulse generator in these models is taken into account (& taken into account
at all) in a rather simplified way. A more detailed, neuropblggyically relevant
model of the GnRH pulse generator network, which is basedoetowlate biolog-

ical knowledge, would surely improve the clinical significa of such models.



The model to be developed should be able to reproduce therdgpaioperties of
GnRH neurons relevant from the point of view of the femalernendocrine cycle.
Furthermore it should be used as an element of a hieraramicdél of the GnRH
pulse generator that responds to the ovarian hormone landlshe excitation de-
livered by neighboring anatomical areas, and is able taucaphe main qualitative
features of GnRH release in different phases of the ovayiele cA further intended
aim of this network model will be to analyze the synchron@aphenomena (Di

Garbo et al., 2007) between GnRH neurons.

3 Methods

The measurement conditions and result are briefly desciriibds section together

with the structure of the applied mathematical model.

3.1 Electrophysiology

3.1.1 Obtaining and preparing samples

Brains of 60-90 days old male mice were used for obtaining i&miRurons for mea-
surements. The mouse was decapitated, and the brain waltyregrinoved and placed
in ice-cold artificial cerebrospinal fluid (ACSF) oxygerate&ith 95% O,-5% CO, mix-
ture. Brains were blocked and glued to the chilled stage oéiad.VT1000s vibratome,
and 250-micrometer-thick coronal slices containing thelialeseptum through to the pre-
optic area were cut. The slices were then incubated at roamperature for 1 hour in
oxygenated ACSF consisting of (in mM): 135 NacCl, 3.5 KCI, 26HC0;, 10 D-glucose,

1.25 NabBPQy, 1.2 MgSQ, 2.5 CaC}., pH 7.3.



3.1.2 Whole-cell recording of GnRH neurons

Slices were transferred to the recording chamber, held stged, and continuously super-

fused with oxygenized ACSF. All recordings were made at33

In order to visualize GnRH neurons in the brain slices, GrdRiHanced green fluorescent
protein (GNRH-GFP) transgenic mice (kind gift by Dr. Suzariioenter) were chosen
in which the GnRH promoter drives selective GFP expressiothé majority of GhRH
neurons. GnNRH-GFP neurons were identified in the acute Blaies by their green fluo-
rescence, typical fusiform shape and apparent topogragtation in the preoptic area and

medial septum.

The electrodes were filled with intracellular solution (iivin 140 KCI, 10 HEPES, 5
EGTA, 0.1 CaC4, 4 MgATP, 0.4 NaATP, pH 7.3 with NaOH. Resistance of patchteteles
was 2-3 M2. Holding potential was -70 mV, near the average restingmiateof the GnRH
cells. Pipette offset potential, series resistance andai@mce were compensated before

recording.

The protocol for voltage clamp (VC) recordings was the follg: twelve voltage steps
were applied starting from the holding potential. The fitepswas -40mV and the subse-
qguent steps were increased by 10 mV. Duration of the step8®ass, starting at 10 ms.
During the voltage clamp measurements with prepulse, a rI@(Qrepulse was applied

just preceding the voltage steps (from 0.8 to 10 ms) with atitum of 9.2 ms.

The protocol for current clamp (CC) recordings to activatiéom potentials (APs) was: the
holding current was 0 pA. First the resting potential was snead then current step of 10
pA for 200 ms was applied to the cells. If the 10 pA currentefdito evoke APs, it was

elevated by 10 pA steps till it induced 3-4 APs.



3.2 Measurement results

Overall 5 cells have been investigated by performing vetelgmp (VC) and cur-

rent clamp (CC) measurements.

3.2.1 \oltage clamp

VC traces without prepulse have been recorded in the cadecedla, and voltage
clamp recordings with prepulse have been completed in the ctone cell (No.

2).
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Fig. 1. Comparison of VC traces (step to 10 20 30mV from -70 mNthout and with
prepulse in the case of cell No.2. The prepulse facilitates¢covery from inactivation in
the case of the fast A-type potassium current, and also mfegeslower currents. Down:

\oltage clamp waveforms

Fig. 1 clearly indicates that the application of prepulsslifates the recovery of
the inactivation variable of the fast A-type current andréases it's amplitude.
It is worth to observe that the application of prepulse alfects the sustained

component of the outward current.
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Since measurement data of several cells were availablgtraces with prepulse
were not recorded in all of the cases, the averaged VC tradbswy prepulse
were used as basis for parameter estimation proceduregéotiamp traces with
prepulse were used to validate the resulting model, by casgaof the measured

and simulated effects of prepulse to VC traces.

3.2.2 Current clamp

Regarding the current clamp (CC) measurements, variou$itadgdepolarizing
injected current steps were needed to elevate APs. The 3fapéstof the cells are

depicted in Fig. 2.

Fig. 2. The 30 pA current clamp (CC) traces of the cells 1-&n(flup to down). The resting

potential values of the cells were: -71, -69.2, -73, -79, @&mV.

3.3 Mathematical model and its parameter estimation

The simplest possible single compartment model of GnRHareurs described
in this section, which is able to fulfill the modelling goalsted in section 2.1.

For the sake of simplicity we do not include the changes afasellular C&*

11



concentration and calcium dependent currents in the méged. consequence we

assume a constant reversal potential ot'Ca

3.3.1 Elements of the model

The elements of the model are presented in terms of ionicreianhat are taken

into account.

e The presence of tetrodotoxin-sensitiMa™ currentshas been experimentally
confirmed in the case of GT1 cells (Bosama, 1993) and emlry®nRH neu-
rons (Kusano et al., 1995). Adult GnRH neurons were found¢oN&a" depen-
dent action potentials (Sim et al., 2001). The sodium ctiirethe model will be
denoted byna. We suppose third order activation and second order iret@iiv
dynamics.

e The presence dk-type K' transient or rapidly activating/ inactivating conduc-
tancehas been described in the case of GT1 cells (Bosama, 1993ta&xim and
Charles, 2001), in embryonic cultures (Kusano et al., 1983 in GhRH neu-
rons originating from mice (Sim et al., 2001; Herbison et2001). This current
will be denoted by in the model. This type of potassium current is quite widely
studied in the literature even in the case of GnRH neuron#ie and Moen-
ter, 2002), and on hypothalamic neurons in general (Wand},et307; Luther
and Tasker, 2000). These results provide useful initialesfor the parameters
of this current. Furthermore, literature data indicateat the ovarian hormone
estradiol modulates this current in mice GnRH neurons (ReFand Moenter,
2002) and also in GT1 cells (Farkas et al., 2007).

e A voltage gateddelayed outward rectifier K channelcan be assumed, which

contributes to the more slowly activating, sustained comepb of the outward

12



K™ current (k) - see (Kusano et al., 1995; Constantin and Charles, 2004 Si
et al., 2001; Bosama, 1993; Herbison et al., 2001).
e A non-inactivating M-type K current(ly) is also taken into account, which is

considered a key modulator of neuronal activity in GnRHeMlu et al., 2007).

As stated before, the main perspective of this modelinggrtore is the description
of GNRH release. Based on the results that underline thertarpze of calcium os-
cillations corresponding to hormone release (Stojilkati@l., 1994; Krsmanovic
et al., 1992), we take 3 types of aconductance into account to be able to de-

scribe the qualitatively different components of the aaiticurrent.

Furthermore, according to the results of Beurrier et al9@)9the interplay of dif-
ferent calcium currents can contribute to periodic bugsbehavior which can be

of high importance regarding neuroendocrine functions.

e Low voltage activated (LVA) T-ty@e?" conductance, which is activated in ear-
lier phases of depolarizatiot(), has been described in the case of rat (Kato
et al., 2003) and mouse GnRH neurons (Herbison et al., 2881)ell as in GT1
cells (Van Goor et al., 1999a).

e Furthermore, based on the results of Watanabe et al. (2@0ed to GT1-7
cells, and in vitro experiments (Kato et al., 2003; Nunemagteal., 2003), we
assume digh voltage gated (HVA) Ga channelrepresentinR and N type
conductancefir)

e In addition, aHVA long-lasting current (L-type) G4 channelis modelled )

- see Krsmanovic et al. (1992); Nunemaker et al. (2003) foitio results and

Van Goor et al. (1999a) for GT1 measurements.

13



e Lastly, twoleakage currentgorresponding teodium(lieakng and potassium

(lieakk) With constant conductance are taken into account.

Several other ionic currents have been shown to appear irHGrRrons, for ex-
ample thelgy current (Sim et al., 2001), €& activated potassium currents (Chu
and Moenter, 2006; Fletcher and Li, 2009), which are noticlamned in the model.
The reason for this is that the further (especially¥ Cdependent) currents would
significantly increase the model complexity, which wouldddo a smuch harder
solvability of the parameter estimation problem. Furthemethese currents turned
out to be nonessential for the reproduction of the featuegsrchined in section 2.1.
After a simple model has been identified it can easily be elddnwith the currents

omitted in the first step of the modelling process, if needed.

3.3.2 Model Equations and Parameters

The equivalent electric circuit of a one-compartment GhnRH neuron model with

all the above conductances is shown in Fig, 3.

gu  |GleakNa |Dieak k
=C

a Ex '|' Ex '|' EKTECaTE TECaT Ena '|'EK

Fig. 3. Parallel conductance model, with conductancessgmting different ion channels
in voltage dependent and independent mamggr.denotes the sodium conductangg,
Ok andgy denote the A-type, delayed rectifier and M-type potassiundaotancesyr, gr
andg, stand for the conductances related to T-type LVA and the Rayge HVA calcium

currents gieakna @Ndgieakk correspond to the voltage independent leakage currents.
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The voltage (V), which is the observed output of the systeouinent clamp mode,
is described by

dVv 1 1
—=(Ina+la+ 1k +Im + It +1r+ 1L+ lieaknat lieakk) +

a - C Elex (1)

where C is the membrane capacitanigeare the currents of the ionic channels
considered, i.e. the Na the three types dk* (A,K,M), the three types of Ca
(T,R,L) and two types of leakage currents (leakNa, leakKjijev¢y is the external
(injected) current. Each ionic channel current is a functdan activationm; and

an inactivatiorh; variable in the form of
li =am'hf' (v —Ey) 2

(except the M type K current that inhibits no inactivation dynamics). In Eqg. 2
g denotes the maximal conductangeand ; are positive integers, arig is the
reversal potential of the corresponding icne(Na, K,Ca). y, ui, and the reversal
potentials are assumed to be known. The detailed equatesmilding the time

variation ofm andh; are given in section 7.1 of Appendix B.

The unknown model parameters to be estimated are the meentapacitanc€ in
(1), the maximal conductancggsin 6 and the activation/inactivation parameters in

(5) in section 7.1. All together we have to estimate 1+9+642 88 parameters.

3.3.3 Parameter estimation

The parameter estimation problem of neuronal models is alwstudied area in
neuroscience literature. The diversity of models, howenglies a broad range of

approaches and solutions that are sometimes difficult téydpp other types of

15



neurons or estimation tasks. The same applies for the psearsdues of various
ionic channels that are reported in the literature. Thesanpeter values are found
to be different depending on the type of cells on which thed@hannels are op-

erating, and they may even depend on the actual functiorfirgparticular cell

type.

In addition, regarding membrane properties, GnRH neurorms & heterogenous
population (Sim et al., 2001), which implies that cells witifferent functional-
ity may be described by models with the same model struchwesignificantly

different parameters.

Furthermore, the complex bifurcation structure of Hodgiimxley (HH) type mod-
els implies that even a slight variation of these paramebenscause significant de-
viances in the model behavior. As a consequence, to repeagluobserved firing
pattern or excitability level, one has to carry out a par@amestimation procedure
of the applied model. An algorithmic identification procesfich takes into ac-
count the most available measurement data, can signifygamgrove the reliability

and performance of the model.

The basic articles, which describe the parameter estimatiddH type models

have been published by Tabak et al. (2000) and Willms et 8841 The article of

Lee et al. (2006) analyzes the effect of simplifying assuomston the results of
parameter estimation, and provides a promising probldorareilation based nu-
merical method in the case of VC measurements. Haufler e2@0.7) describe a
synchronization-based method based on CC measurememetit€hesting paper
of Tien and Guckenheimer (2008) focuses on bursting neucalets and uses a
geometric approach. The paper of Huys et al. (2006) pro\addatistical method

for the parameter estimation of multicompartmental madeéspite the existence

16



of the above valuable work, however, there is a lack of ma#imally and algo-
rithmically well founded parameter estimation method feuronal models, that is

able to take into account both the qualitative and quaiéaspects of measured

data.

In our case, a multistep recursive parameter estimatioroapp has been applied

that consists of the following steps:

(1) Initialization of model parameters, based on literatlata and intuitive heuris-
tic considerations based on CC traces
(2) Parameter estimation by optimization based on VC andr&c&$

(3) Model verification and validation

The main aim of these considerations was to avoid local minmrpoints of the ob-
jective functions and to reproduce those qualitative festof the model behavior,
which inhibit significant physiological importance, anacarding to our obser-
vations, can not be captured well by the numerical optinomamethods. These

features were the sharp action potentials and partiallysitpeificant hyperpolar-

izations after the APs.

Theintuitive tuning and initialization of model parametesss based on decom-
position of the CC trace. The considered parts of the CC @maeshown in Fig 4.
From different parts of the CC trace, the initial values dfedent parameters were

roughly estimated as follows.

e Our simulation studies show that thesting potentials mainly determined by
the potassium and the low threshdl@ (gr) conductances, their steady-state

parametersn., h.) and the leak conductances.

¢ Injected current-induced depolarizatissdominantly influenced by the 3 potas-

17



60

a0f------

I I
| |
| |
1 1
| |
| |
20k -————— P [N U J1 Q- [

| |
| |
| |
1 n
| |
|

|

I
Depolarization |

|
201 -eaused-by-injected------- MF---1 ittt | [
cyrrent | | |
I I I I
“40rResting 7~ ¥ | R
|
: I
@ | Bownstoke of_y [ -
AP, | |
80 | ___repolajization | Interspike interval |
0 50 100 150 200 250 300

Fig. 4. Membrane potential during CC (30 pA) - simulation lo¢ tmodel resulting from
parameter estimation. The number and shape of APs show @isbagyreement with mea-

surement results.

sium currents, the T-type calcium current, and in minor pgitihe leak currents.

e Upstroke of ARs influenced byNaand R and L-typ&€acurrents.

e Downstroke of ARand hyperpolarization is determined mainly by Kurrents,
especially by the recovery of A-type current from inactivat

e Finally, theinterspike intervalsare influenced by delayed rectifier and M-type
potassium currents, low threshold T-type calcium and aléytby A-type potas-

sium and leak currents.

Regarding the@ptimization based parameter estimatiomincrease the validity of
the model, our approach was to take both voltage and curtamtpctraces into
account. The algorithmic part of the parameter estimatimtgdure minimizes
an objective function that is a function of the parameterbdaestimated, i.e. an
optimization-based estimation procedure is used (Hougth ,€2000). A brief de-
scription of the optimization procedure used in the par@mestimation can be

found in appendix A. Earlier results corresponding to thexpeeter estimation of

18



GnRH neurons are described in (Csercsik et al., 2009a,b).

4 Results and Discussion

The parameter set, which reproduced the most importanitgftine features of the
firing patterns, and also provided a good fit of VC traces, fnobtained using
the multistep process described above in section 3.3ratiitg steps (1) and (2).

The estimated model parameters can be found in subsecBari Appendix B.

If we compare the results with literature data, we can makddhowing observa-

tions.

e The activation and inactivation curves of the A-typé Kurrent in the model
show reasonable agreement with the results published bpZdend Moen-
ter (2002). Furthermore, the voltage-dependence chaistats of the activation
time constant offma Of 14 in higher voltage ranges (above 0 mV) are in good
agreement with the results of Luther and Tasker (2000) dagauhypothalamic
cells. In the lower voltage ranges the activation time camgpublished in Luther
and Tasker (2000) exceeds that our model by 1-4 ms. Thewa#ot time con-
stants of the model show significant difference (20-30 m$hélower voltage
ranges (about -40 mV) compared to this article.

e The activation and inactivation curves of R-type#Caurrent are in good agree-
ment with the results of Kato et al. (2003). The amplitude at'Ccurrents in the
case of VC simulations is similar to measurement resultsatbtet al. (2003).

e The characteristics of the T-type LVA €acurrent are in good agreement with

the results of Talavera and Nilius (2006).
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4.1 Current clamp results

It should be noted that the model parameters were estimated both VC and CC
traces, while CC measurements were only available for ormemustep value (30
pA). The simulated CC trace in response to a 30 pA currentistégpicted in Fig.
4.

In contrast to the VC traces where the simulated responsescoenpared to the
average measured responses, in the case of CC traces thetehatic features of
the measured and simulated CC traces were compared. Thectghastic values
(number of APs, depolarization and hyperpolarization &g)wf the simulated CC
trace are compared with the average values correspondititgetmeasured CC

traces (depicted in Fig. 2) in Table 1.

Table 1
Average characteristic values of measured (meas) CC frandscharacteristic values of
the simulated (sim) CC trace in response to 30 pA: restingrgiatl (RP), number of APs

(APs), depolarization value (DP), hyperpolarization eatlP).

RP APs DP HP

meas -69.05 2.8 43.25 -86.75

sim -72.1 3 4293 -75.08

The results show that the model can reasonably capture titaleikty properties of
the GnRH neuron in this case of injected current. The regtotgntial, the number

of APs, the average depolarization amplitude, and the geetime between the

20



APs in the simulation results show also good agreement wethsurement data.

On the other hand, while the model reproduces the charstitesub-baseline hy-
perpolarization, it can not describe the hyperpolarizeséimplitudes well. The rea-
son for this may be the lack of €aactivated K channels, however it is stated in
(Van Goor et al., 2000) that [G4]; levels reached during spontaneous AP firing
are not sufficient to activate large and small conductanée @ativated K- chan-
nels. In the case of bursting these channels could possifyove the description

of sub baseline hyperpolarization.

The simulations also showed, that hyperpolarization ismeihed dominantly by
the delayed rectifier K-type and non-inactivating M-typé Kurrents, and by the
recovery of A-type K current from inactivation. Furthermore the deactivatiod a
inactivation of high voltage activated &acurrents, as well as that of the Naur-
rent turned out to be essential for the sub-baseline hyfaipation. The higher
powers of the activation variables of fastaurrents - similar to the model pub-

lished by Fletcher and Li (2009) - facilitates this fast deeation.

Fig. 5. Simulated CC traces in the case of various amplitoetied currents. The current
injection starts at 50 ms and ends at 250 ms. The model repgsedhe increase in firing
frequency in response to the increase in injected curreme. ré€sting potential is about

-72mV.
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Furthermore, as one increases the injected current in thelaiions, the firing

frequency increases (see Fig. 5), as it could be observe@ im€asurements.

4.2 \oltage clamp results

In Figs. 6-7 the comparison of the averaged VC traces and taehsimulations

can be seen. The holding potential was -70 mV.

voltage clamp without prepulse
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Fig. 6. Measured and simulated VC traces corresponding ltagesteps of -40, -30, -20

and -10 mV.
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Fig. 7. Measured and simulated VC traces corresponding ltagesteps of 0, 10 and 20

mV.

As it can be seen in Figs. 6 and 7, regarding voltage clampimibeel performs
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better in the medium and high voltage ranges. The steatky-aa pre-steady state
currents are well fit, and the dynamics of the transient cusrare quite reasonably
captured in the case of approximately half of the traceghéamore, in some cases,
after the end of the voltage step, at 40 ms, significant tailecus appear in the

simulations, which are not confirmed by measurement results

4.2.1 Effect of prepulse

Because VC measurements with prepulse were not availabl@ifof the cells,
the prepulse VC data were not used for the parameter estim@itocess. Instead,
these measurements were used for model validation. In Figh&re the prepulse
response of the model is depicted, it can be seen that thet efferepulse on the
model is qualitatively the same as observed in the caseld? delpicted in Fig 1: it
moderately enhances the recovery of the A-type currentirageneral it increases
the amplitude of the outward Kcurrent. Furthermore the quantitative degree of

the increase is approximately the same as observed in nesasaots (see Fig. 1).
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-2000

-4000
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0 10 20 30 40 50 60
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Clamping voltage [mV] Total membrane current [pA]

Fig. 8. Simulated VC traces with and without prepulse in tasecof 10, 20 and 30 mV

voltage steps. Down: voltage clamp waveforms.
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4.3 Bursting properties of the model

As it is described in (Constantin and Charles, 1999, 20Qdrstb and prolonged
episodes of repetitive action potentials contribute tallagory increases in intra-
cellular C&*, which determine the secretory pattern of GnRH (Stojilkcef al.,
1994).

Several results support the hypothesis, that bursts in Gm&ons are connected
with depolarizing afterpotentials (DAPs) (Kuehl-Kovagkal., 2005). The results
of Chu and Moenter (2006) show that these slow DAPs are coetheath TTX

dependent sodium conductances.

As it has been described in section 2.1, our aim was to createdel which is able
to describe bursting. The resting potential of the basic ehoahich showed no
bursting properties, was about -70 mV as depicted in Fig.sdddscribed by Suter
et al. (2000), the average resting potential of GnRH neutloaisgenerated bursts
was about -60 mV. This data served as a basic guideline iragledf parameter
modification to achieve bursting. The basic parameter s#teobursting model is

described in Tables 4 and 5 of subsection 7.3 in Appendix B.

In the simulations a 2 ms wide 100 pA pulse was applied at S@regdke bursting.
The simulation result of the basic bursting model is deplietethe first trace in Fig.

10.

Furthermore we have to note, that the average firing frequenthe burst simu-
lations ranged from 33 to 40 Hz, which is higher compared ¢oltitwrst frequency
described in (Suter et al., 2000) and (Kuehl-Kovarik etZ005). In general it can

be stated that the bursting of the model is quite sensitipatametric changes, and
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bursting can be easily terminated or turned into a contifiuag pattern.

4.3.1 Dependence on T-type&Tacurrent

The sodium conductance of the model is not able to reprodd@eés00 ms DAPs as
described in (Kuehl-Kovarik et al., 2005) according to tiserved simulation re-
sults. However, the T-type €& current in the model, which inhibits slow deactiva-
tion features, and interacts with the A-type current duaftgr-hyperpolarization,
can produce short depolarizing oscillations following &fes, which can serve as

basis for bursting.

Reducing the maximal conductance of this current can céesadrupt termination
of bursting, as depicted in Fig. 9. These simulation resottecate that the model
predicts a possible mechanism of bursting, which is basédtgpe C&" currents.

This hypothesis of course requires further experimentgdbdation.

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Fig. 9. Reducing the T-type €a current (jr = 10.79 nS) leads to the shortening of burst
length ) compared to basic burst simulatios) (gt = 10.8 nS). Further reduction afr
(10.2 nS) leads to the termination of burstiry. (The depolarizing wave after the AP can

still be observed in this case. The baseline potential wastal60 mV
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4.3.2 Influence of the G4 currents on the length of burst

Model simulations show that not only T-type, but othe?Caurrents influence the
bursting behavior. If we decrease the R-typCaonductance of the model by
0.02 nS, the length of the burst decreases (compared to sh&dice of Fig. 9), as
it can be seen in the first trace in Fig. 10. Increasing thislaotance (by 0.01 nS)

implies an opposite effect, as depicted in the second traE010.

The L-type C&" conductance affects bursting in the opposite way. If thedoon

tance is decreased the length of the burst increases, amdarnsa.
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Fig. 10. The R-type C4 conductance enhances the burst length:gk = 10.83nS (b)
gr = 10.86nS The L-type conductance shows an opposite effect: If thedgctance is
decreasedg{ = 13n9), the burst length increases),(and if the conductance is increased

(9L = 1509, the burst length decreaseh.(

The modulating effect of the L-type €a current in the model simulations is an
interesting result, which can be the subject of further $aton and experimental

studies.

4.3.3 Influence of the Kcurrents on the length of burst

Farkas et al. (2007) analyzed the effect of estrogen in tee 0c&GT1 cells, and
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found that estrogen modulates (increases) the expressitre &Kv4.2 subunit,
which contributes to the function of the A-typeKchannels. This might be in-
terpreted as an increase in the paramgteWe can see in Fig. 11 that the maximal
conductance of the fast A-type'Kcurrent is able to control the length of the bursts
in the case of this parametrization. In the case of traje §a was increased to

375.1nS which reduced the burst length.

L L L L
0 500 1000 1500 2000 2500

Fig. 11. @) increase ofa from 375 to 375.1 nS reduces the burst lengthcpange o¥/y,
of m,, of the A-type current to -33.22 from -33.2 and increasing\the parameter ohs,
curve €) from -61.5 mV to -61.47 mV acts in a similar fashiod) Decrease o¥y , of h,
of the A-type to -61.501 significantly increases the lengdtthe burst. € Modulation by

M-type current: The reduction @fy from 4.7 mS to 4.69 mS increases burst length.

DeFazio and Moenter (2002) described that estradiol slyanfuences the ex-
citability of GnRH neurons in the case of ovariectomizedenithis article also
describes that estrogen significantly affects the inattimecharacteristics of A-
type K™ current, by depolarizing the voltage at which the curreattivates. The

activation curve is also affected but in a less serious @ashi

With the proposed model one is able to test whether the iseckeell excitability
(which should lead to increased bursting activity) can hesed by these effects of

estrogen on activation curves of the A-type Kurrent.
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In trace p) of Fig. 11 we can see, that shifting the activation curvehef A-type
K™ current to the left (by decreasing thlg/» parameter of the steady state curve
by 0.02 mV) decreases the length of the burst. Tragedépicts that increasing the
V2 parameter of the inactivation curve by 0.03 mV has similéeat$. In contrast,
decreasing th¥; , parameter of the inactivation curve lafcan lead to significant

increase in burst length (tracé)(in Fig. 11 ).

It is likely that the combination of multiple effects of esfyen is necessary to in-
crease cell excitability, and this complex effect can natdgetured by manipulating
single parameters of the model. For example, the resultardal et al. (2007) in-

dicate that estrogen also affects the K-type potassiunectirr

Finally, the effect of M-type K current was analyzed. Decreasing the M-type con-

ductance also increases burst length, as expected (sedgracFig. 11).

In fact, further in silico, in vitro and in vivo experimentseanecessary for the

reasonable description of estrogen effect on GnRH celtrelphysiology.

5 Conclusions and future work

As the first step of a bottom-up procedure to build a hieraadhmodel of the GnRH
pulse generator, a simple one compartment Hodgkin-Huyjey ¢lectrophysiolog-
ical model of the GnRH neuron was constructed. The parasetéhe model were
estimated using both VC and CC data originating from cellsjoothalamic slices.
The initial values of parameter estimation were determirssdg literature data and
gualitative biological knowledge. The parameter estioraprocess itself was car-
ried out as a combination of algorithmic (APPS) and manudhous to reproduce

the voltage clamp traces and firing pattern observed in treesorement data.
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The resulting parameter set provides a good fit in terms ofgtreditative fea-
tures of neuronal behavior (resting potential, excitabildepolarization ampli-
tudes, sub-baseline hyperpolarizations), and an acdeptatnerical fit of VC mea-
surement results. Further measurements are planned \ettiisgghannel blockers,

that would help in further tuning or even re-parametrizatdthe model.

Applying parametric changes, which lead to the increaseaséline potential and
enhance cell excitability, the model becomes capable dtimgy. The properties of
bursting behavior could be of high impact regarding physjadal functions cor-
responding to hormone release. The bursts experienced delmsonulations are
dependent on G4 currents, and are strongly affected by the parameters of the
A-type KT current. Further experiments are necessary to test whtiseype of
bursting can really appear in GnRH neurons, or this phenoméenan artificial in

silico byproduct of the model.

The resulting model may be used as reference in the develdmhiiture models
for the GnRH neuron. As soon as an appropriate Hodgkin-Hutylee model of
membrane dynamics has been identified and validated, ith@itompleted with
further elements influencing intracellular €adynamics (models of intracellular
compartments such as the endoplasmic reticulDenbuffers (Shorten and Wall,
2000), and P3 signaling (Young and Keizer, 1992; Tien et al., 1996)), varpcob-

ably exert an important impact on hormone release.

Additionally, the model will be extended to take the compaébects of estradiol on

the dynamics of membrane potential into account (Chu e2@09).
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6 Appendix A: Parameter estimation method

The parameter estimation was carried out using the datageerfor all the 5
cells. The voltage clamp traces could be interpreted withay problem, and the
2-norm based optimization could be applied for the averdagexks. Both voltage

and current clamp data was taken into account during thdifa@tion process.

Regarding the VC traces, the objective function of the esiiom was the standard
two-norm of the difference between the measured and siedlitaitput currents in

the case of the protocol defined in 3.1.2.

Current clamp traces were taken into account in the way tieatiodel should have
had similar firing properties as the average cell populateee Fig. 1. This meant
that the average number of APs and the average depolanzatmhyperpolariza-
tion values of the recorded CC traces in response to 30pAag®ry current were
compared to model simulation. The value of 30pA was chosecause this CC
trace was available in the case of all the cells, and in resptmthis current 4 of

the 5 cells fired action potentials.

Numerical optimization was performed by the APPS algoritfiolda, 2005),
which is an asynchronous extension of the PPS method theieetfy handles sit-
uations when the individual objective function evaluationay take significantly
different time intervals and therefore it is very suitalddée implemented in a paral-
lel or grid environment. Furthermore, recent implementagiof the APPS method
handle bound and linear constraints on the parameters. [bhalgonvergence of

APPS under standard assumptions is also proved by Kolda@wddn (2004).
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7 Appendix B: Model equations and estimated parameters

7.1 The mathematical model

The model depicted in Fig, 3 can be described by the followimpgations:

v 1 1
a:—6(|Na+|A+|K+|M+|T+|R+|L‘|’|IeakNa+|IeakK)+Elex 3)
d d

d—T:(moo—mi)/Tmh d—T=(hioo—hi)/Thi (4)

whereV is the membrane voltag€ is the membrane capacitandga denotes
the sodium currenia, Ik andly denote the A-type, delayed rectifier and M-type
potassium currentdy, Ir andl_ stand for the T-type LVA and the R and L-type
HVA calcium currents)eakna @nd lieakk for the leakage currents. Thg andh;
variables are the activation and inactivation variablasefcorresponding currents.
Mie, hiw aNd T/ denote the steady-state activation and inactivation fanst and
the voltage dependent time constants of activation andivaion variables, which

are nonlinear Boltzmann and Gauss -like functions of the branme potential:

1
Qoo =

V127V

l1+e Fa

ae{mh}, ie{NaAKM,TRL} Kn>0Kpn<O0 Vi

~(Vmag; V)2
2
Tai = Chasg; + Camp; € % (5)

The M-type current has only activation dynamics.

Finally, lex refers to the external injected current.
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The currents of ionic channels are given by

Ina= g_Namr?\’]ahlz\la(V - ENa)7 Ia = g_Am,zAhi(V - EK)
Ik =gkMkhi (V —Ex), Im=0gmmk(V —Ex)
It =grmrhr (V —Eca), |r=0rMRhR(V — Eca)
L= gLmihe (V — Eca)
IIeakNa: g_leakNa(V - ENa)7 IIeakK = g_leakK(V - EK) (6)

where theEn g, Ex, Eca denote the reversal potentials of the corresponding ions.

7.2 Estimated parameters of the basic model

Parameters of the basic model, resulting from the fit to VCetsaand average values

of CC traces, are described in the following tables.

Table 2

Estimated capacitance and conductance values

C Ova 0a Ok Om

7 170 170 67 7.1

or Or oL g_leakNa g_leakK

3.2 105 104 0.06 0.12

where [C]=pF, [g]=nS
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Table 3

Estimated activation and inactivation parameters

variable V1/2 K Vmax 0  Camp Chase

Mna 382 45 43 45 0.04 0.09

hna -45 -4 -78 19 25 0.7

Ma -36.2 109 -58 18 0.7 0.9

ha -63.5 -6.9 -100 32 244 34

11% -7.2 128 -25 40 0.9 2.0

hk -67.2 -8 -39 55 -90 103

My -314 6.9 25 28 31 2.2

myr -47 55 22 32 22 2.5
ht -78 -65 -53 22 38 4.1
MR -4 106 20 30 0 0.4
hr -37  -115 -47 26 22 17
m -2 105 26 33 23 0.5
h. -34  -115 -35 49 65 80

where V1 2]=mV, [Vima=mV, [Camg=ms, [Chasd=ms

The reversal potentials (see Eg. (6)) were determined b@as#te ionic concentra-

tions of the intra and extracellular solutions used duriegprding, and literature
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data. The assumed reversal potentials are:

Ena=100mV, Ex = -94mV, Eca=80mV

7.3 Parameters of the bursting model

The parameters of the bursting model are described in thewiolg tables. The

parameters different from the basic model are emphasizitdbeld typeface.
Table 4

Modified (in bold) capacitance and conductance values

C Ova 0a Ok Om

7 190 375 57 4.7

or Or oL g_leakNa g_leakK

10.8 10.85 134 0.08 0.12

where [C]=pF, [g]=nS
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Table 5

Modified (in bold) activation and inactivation parameters

variable V1/2 K Vmax 0  Camp Chase

MNa -38.2 451 -43 45 0.04 0.09

hna -45 -4 -78 19 20 0.7

Ma -32.2 109 -65 23 1.7 0.9

ha -61.5 -69 -100 19 10 5.4

11% -6.5 128 -25 40 0.9 2.0

hk -68.2 -8 -39 55 -90 103

My -29.2 62 25 28 31 22

myr -45 75 42 32 31 3.9
ht -73 55 44 22 48 44
MR -4 10.6 - - 0 0.4
hr -37  -115 -47 26 22 17
m -6 12 26 33 23 0.5
h. -34  -115 -35 49 65 80

where V1 2]=mV, [Vima=mV, [Camg=ms, [Chasd=ms
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