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•The Human Brain Project in EU plans to use a 
supercomputer to recreate everything known about 
the human brain — a hugely ambitious goal!
•Leading neuroscientists in the US are now 
focussed on understanding how the brain works 
through the Brain Activity Map (BAM) project, but 
it's difficult to peer deeply enough into a brain to 
map the activity of every neuron. Because zebrafish 
embryos are transparent, the task is easier.
•Understand how neurons that make up the brain 
carry out their functions.
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Intel’s goal is to build chips that work more like the human brain. Now its
engineers think they know how

The brain is the most extraordinary of computing machines. It carries out tasks as a matter of routine
that would fry the circuits of the most powerful supercomputers on the planet: walking, talking,
recognising, analysing and so on.

And where supercomputers require enough juice to power a small town, the human brain does all its
work using little more than the energy in a bowl of porridge.

So its no surprise that computer scientists would like to understand the brain and copy its ability. There’s
a problem, however. The brain is built from neurons and these work in a rather different way from the
silicon transistor-based circuits that lie under the bonnet of conventional chips.

Of course, computer scientists can simulate the behaviour of neurons and how they link together on
conventional computers. But this is a profoundly wasteful process that is unable to exploit the partallel

MIT Technology Review - June 18, 2012

So the race is on to develop a different kind of chip that more accurately
mimics the way the brain works. So-called neuromorphic chips must be
built from devices that behave like neurons – in other words they
transmit and respond to information sent in spikes rather than in a
continously varying voltage.

One reason the brain is so power efficient is that neural spikes charge only
a small fraction of a neuron as they travel. By contrast, conventional chips
keep each and every transmission line at a certain voltage all the time.

Clearly, recent advancements in memristor technology and spintronics
are making possible entirely new ways to design chips. However, there is
a long way to go before synthetic systems can begin to match the
capability of natural ones.

F. Corinto (Politecnico di Torino) Memristor technology 3 / 35
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This paper describes Moore’s law for CMOS technology, examines its limits, and
considers some of the possible future pathways for both CMOS and successor
technologies with objective of encouraging some radical rethinking for the
development of possible future information processing technologies.

By Ralph K. Cavin, III, Life Fellow IEEE, Paolo Lugli, Fellow IEEE, and Victor V. Zhirnov

ABSTRACT | In this paper, the historical effects and benefits of

Moore’s law for semiconductor technologies are reviewed, and

it is offered that the rapid learning curve obtained to the bene-

fit of society by feature size scaling might be continued in sev-

eral different ways. The problem is that as features approach

the range of a few nanometers, electron-based devices depart

radically from the ideal switch and, in fact, become very leaky

in the OFF state. It is argued that there are some short-term

solutions involving more highly parallel manufacturing, in-

creased design efficiency, and lower cost packaging technolo-

gies that could continue the steep learning curve for cost

reductions that have historically been achieved via Moore’s

Law scaling. Another alternative might be to increase chip

functionality by integrating devices that offer broadened chip

functionality including, e.g., sensors, energy sources, oscilla-

tors, etc. A third alternative would be to invent an entirely new

information processing state variable based on different

physics, using electron spin, magnetic dipoles, photons, etc.,

to improve the performance and reduce switching energy for

devices whose smallest features are on the order of a few

nanometers. Each of these alternatives is being actively ex-

plored and an overview of each strategy and progress to date is

given in the paper. A final alternative offered in the paper is to

learn from information processing examples in nature, specif-

ically in living systems. An E.coli cell of about one cubic micro-

meter volume is shown to be an incredibly powerful and

energy-efficient information processor relative to the perfor-

mance of an end-of-scaling silicon processor of the same

volume. The paper concludes by pointing out some of the

crucial differences between E.coli information processing and

conventional approaches with the hope technologies can be

invented using the hints offered by biosystems.

KEYWORDS | Beyond CMOS; biological computation; logic;

memory; more than Moore; scaling limits

I . INTRODUCTION

One of the remarkable technological achievements of the
last 50 years is the integrated circuit. Built upon previous
decades of research in materials and solid state electronics,
and beginning with the pioneering work of Jack Kilby and
Robert Noyce, the capabilities of integrated circuits have
grown at an exponential rate. Codified as Moore’s law,
integrated circuit technology has had and continues to
have a transformative impact on society. This paper endea-
vors to describe Moore’s law for complementary metal–
oxide–semiconductor (CMOS) technology, examine its
limits, conider some of the alternative future pathways for
CMOS, and discuss some of the recent proposals for suc-
cessor CMOS technologies. In the spirit of the editorial
guidance for this issue, an analysis of the living cell as an
information processor is offered and estimates of its per-
formance are given. For comparison, an equal volume
CMOS cell is postulated, equipped with extremely scaled
technologies, and performance estimates are generated.
Indications are that the living cell is architected and ope-
rates in such a way that it is extraordinarily energy efficient
relative to the performance of the comparison CMOS cell.
This analysis is offered with the hope that it will encourage
radical rethinking of possible future information process-
ing technologies.
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order of 10!13–10!11 J/bit read and 10!9–10!10 J/bit
write [28], [29].)

A model for a tightly integrated 3-D system is useful as
a conceptual tool in estimating ultimate performance of
CMOS systems. The limits for the 3-D integration can be
conceived using the methodology for stacking of 3-D tiles.
For example, in logic circuits, the thickness of the FET
layer is "3 F (including vertical extension due to gate and
1/2 interlayer insulation from each side) and the inter-
connect layer thickness 2 F (with insulation). As was
mentioned above, for this densest arrangement at least
three additional layers of interconnects would be needed.
Thus, the resulting thickness of one logic circuit layer is
9 F. In memory circuits, the thickness of one layer can be
6 F, which includes a layer of array grid interconnects and
interlayer insulation. Taking into account (3a) and (3b)
obtain limiting 3-D density for logic to be 1=72F3 and for
memory !1=24F3. Table 4 summarizes the essential para-
meters of CMOS logic and memory devices in the limits of
scaling. A question that arises is whether alternative tech-
nologies exist that could offer further improvements beyond
CMOS. Some examples are considered in Section V.

IV. NOT JUST MOORE
(MORE THAN MOORE)

The possibility to extend the functionality of CMOS
circuits by integration with other technologies has been
referred to as Bmore than Moore[ [30]. An example that
has already encountered an extraordinary market success
in the last few years is provided by CMOS imagers which
can be found in any cell phone camera [31]. There Si pho-
todetectors or phototransistors constitute the optical sen-
sors, which are monolithically integrated on a CMOS chip
[32]. Another multifunctional combination within Si tech-
nology is provided by the integration of microelectrome-
chanical system (MEMS) devices with CMOS [33]. In this
case, hybrid integration is already available at a prototype
level; monolithic integration will follow once issues re-
lated to thermal mismatch between the two processes are
solved. Along the same line, digital micromirror devices

(MDMs), micrometer size mirror realized on top of a
CMOS circuit which controls their 3-D movement, are
already used in projectors and TV sets [34]. A more am-
bitious path will be the integration not just of different
functions within one material system, but also the integ-
ration of different technologies, as, for instance, Si and
III-V semiconductors. Several examples can be provided to
indicate how relevant such integration would be. As one
looks at the fact that interconnection delay is already the
bottleneck for the speed of an integrated circuit, it is clear
that optical links would provide an obvious solution.
Nonlinear optical passive components can be fabricated in
Si technology, which could provide guiding, routing, and
other optical functionality directly on chip. Light sources
though are still a domain of compound semiconductors
like GaAs and InP. Thus, the integration of light-emitting
diodes (LEDs) or lasers realized with such materials is
necessary. Lattice mismatch of the semiconductors, ther-
mal mismatch of the processes, and fabrication compat-
ibility pose serious challenges to integration, even at a
hybrid level. Beside optics and radio frequency (RF), the
integration with CMOS of other functions such as sensing,
biological screening, or information storage can be of great
interest. A review of some Bmore than Moore[ devices and
a brief discussion of the open challenges are provided
below. Such a concept is nicely summarized in the scheme
of a possible future chip shown in Fig. 8, which would be
based on CMOS technology but would incorporate several
other functionalities coming from alternative technologies
[35]. The integration can be achieved directly on chip,
requiring that the new technologies be fully compatible
with CMOS. This is referred to as a Bsystem-on-chip[
approach. Alternatively, a 3-D integration is possible,
where several chips, possibly realized with different
technologies are stacked on top of each other (Bsystem
on package[).

A. RF Technologies
Wireless communication has witnessed an unprece-

dented (and maybe unexpected) development in recent
years. It is therefore more and more important to

Table 4 BUltimate CMOS[: Limiting Density and Energetics
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Rough calculation:
- In 22 nm, swapping 1 bit in a transistor has an energy cost: 

~ 1 attojoule (10-18 J)
- Moving a 1-bit data on the silicon cost: 

~1 picojoule/mm (10-12 J/mm)
- Moving a data 109 per second (1 GHz) in silicon has a cost: 

1 pJ/mm x 109 s-1 = ~1 milliwatt/mm
- 64 bit bus @ 1 GHz: 

~64 milliwatts/mm (with 100% activity) 
- For 1 cm of 64 bit bus @ 1 GHz : 0,64 W/cm

On modern chips, there are about km of wires on chip, even with 
low toggle rate, this lead to several Watt/cm2



Removing the memory hierarchy
Removing the memory hierarchy?
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- What if we have small, fast, low power, persistent 
storage cell?

- This will drive re-thinking the complete memory 
hierarchy and system architecture. 
- Coexistence of data and computational properties  
in a single device.

- There are new technologies that have that potential:
MRAM, RRAM, Memristors, ....
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Ncar the number of information carriers required to
transmit state to downstream devices;

M the device count, a measure of system
complexity;

! binary information throughput, a measure of
technological capability;

" instructions per second, a measure of informa-
tion processor capability.

The state of a binary switch is that minimum set of
physical variables that fully describe the system and its
response to a given set of control variables. In character-
izing the functionality of various candidate devices, it is
important to draw a distinction between the physical enti-
ties used in their realization and the properties of these
entities utilized in the operation of the device, which we

refer to as variables. For example, physical entities might
include electrons, atoms, ferromagnetic (FM) domains,
etc. Associated with these physical entities are properties
such as charge, spin, magnetic dipoles, etc.; the same
entity might be used in two different devices, each exploit-
ing a different property of that entity. In the following,
Bproperty[ is used as a synonym for the word Bvariable[ to
agree with conventional usage.

Now each device has input, state, and output variables:
for example, the FET utilizes the electron as the physical
entity, and the properties of charge are used for the input,
output, and state variables. On the other hand, the
spinFET utilizes electrons but it is controlled by electron
spin, its state is defined by spin, and its output is trans-
ferred as charge.

Table 5 provides a tabulation of physical entities and
the properties employed by several of the emerging de-
vices. Also, an expanded taxonomy employed by the ITRS
Emerging Research Devices Chapter [22] is shown in
Fig. 10.

B. Novel Device Examples

1) III-V, Ge Channel, and Nanowire FET: It is well known
that III-V compound semiconductors are ideal candidates
for high-speed devices (several tens of gigahertz), due
to their excellent bulk electron (e.g. 33 000 cm2V!1s!1

for InAs and 80 000 cm2V!1s!1 for InSb) and hole
(1250 cm2V!1s!1 for InSb and 850 cm2V!1s!1 for GaSb)
mobilities. The integration of GaAs and InP on Si sub-
strates has been long sought but never achieved. Advances
in epitaxial techniques have recently offered new perspec-
tives on this challenge. In particular, Sb-based compound
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Breakthrough in Memristor Technology
Memristor applications

non-volatile memories → low–power, high–density

neuromorphic systems → Memristor mimics biological synapse
As in a living creature the weight of a synapse is adapted by the ionic
flow through it, so the conductance of a memristor is adjusted by the
flux across or the charge through it depending on its controlling source.

novel computer architectures → memory and process coexist
Memristor will play a fundamental role in the realization of novel
neuromorphic computing architectures merging memory and
computation. This fundamental step will begin to bridge the main
divide between biological computation and traditional computation,
because memristor permits to bring data close to computation (the
way biological systems do) and they use very little power to store that
information.

F. Corinto (Politecnico di Torino) Memristor technology 12 / 35

Breakthrough in Memristor



Fundamentals in Memristor



Memristor - L. Chua (1971)

Memristor
(L. O. Chua, 1971)

22

,EEE TRANSACTIONS ON CIRCUIT THEORY, VOL. CT-18, NO. 5, SEPTEMBER 1971 507 

Memristor-The Missing Circuit Element 
LEON 0. CHUA, SENIOR MEMBER, IEEE 
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characterized by a relationship between the charge q(t) s St% i(7J d7 
and the flux-linkage (p(t) = J-‘-m vfrj d T is introduced os the fourth boric 
circuit element. An electromagnetic field interpretation of this relationship 
in terms of a quasi-static expansion of Maxwell’s equations is presented. 
Many circuit~theoretic properties of memdstorr are derived. It is shown 
that this element exhibiis some peculiar behavior different from that 
exhibited by resistors, inductors, or capacitors. These properties lead to a 
number of unique applications which cannot be realized with RLC net- 
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Although a physical memristor device without internal power supply 
has not yet been discovered, operational laboratory models have been 
built with the help of active circuits. Experimental results ore presented to 
demonstrate the properties and potential applications of memristors. 
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HIS PAPER presents the logical and scientific basis 
for the existence of a new two-terminal circuit element 
called the memristor (a contraction for memory 
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resistor) which has every right to be as basic as the three 
classical circuit elements already in existence, namely, the 
resistor, inductor, and capacitor. Although the existence 
of a memristor in the form of a physical device without 
internal power supply has not yet been discovered, its 
laboratory realization in the form of active circuits will be 
presented in Section II.’ Many interesting circuit-theoretic 
properties possessed by the memristor, the most important 
of which is perhaps the passivity property which provides 
the circuit-theoretic basis for its physical realizability, will 
be derived in Section III. An electromagnetic field in- 
terpretation of the memristor characterization will be pre- 
sented in Section IV with the help of a quasi-static expansion 
of Maxwell’s equations. Finally, some novel applications 
of memristors will be presented in Section V. 
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II. MEMRISTOR-THE FOURTH BASIC 
CIRCUIT ELEMENT 

From the circuit-theoretic point of view, the three basic 
two-terminal circuit elements are defined in terms of a 
relationship between two of the four fundamental circuit 
variables, namely;the current i, the voltage v, the charge q, 

Fig. 1. Proposed symbol for memristor and its three basic realizations. 
(a) Memristor and its q-q curve. (b) Memristor basic realization 1: 
M-R mutator terminated by nonlinear resistor &t. (c) Memristor 
basic realization 2: M-L mutator terminated by nonlinear inductor 
C. (d) Memristor basic realization 3: M-C mutator terminated by 
nonlinear capacitor e. 
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(defined by a relationship between cp and i), and the capacitor 
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it is necessary for the sake of completeness to postulate the 
existence of a fourth basic two-terminal circuit element which 
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Fig. 1. Proposed symbol for memristor and its three basic realizations.
(a) Memristor and its qrq curve. (b) Memristor basic realization I:
M-R mutator terminated by nonlinear resistor CR. (c) Memristor
basic realization 2: M-L mutator terminated by nonlinear inductor
.c. (d) Memristor basic realization 3: M-C mutator terminated by
nonlinear capacitor e.

and the flux-linkage 'P. Out of the six possible combinations
of these four variables, five have led to well-known rela-
tionships [I]. Two of these relationships are already given
by q(t)= .. i(T) dT and «J(t)= .. v(T) dT. Three other rela-
tionships are given, respectively,. by the axiomatic definition
of the three classical circuit elements, namely, the resistor
(defined by a relationship between v and i), the inductor
(defined by a relationship between 'P and i), and the capacitor
(defined by a relationship between q and v). Only one rela-
tionship remains undefined, the relationship between 'P
and q. From the logical as well as axiomatic points of view,
it is necessary for the sake of completeness to postulate the
existence of a fourth basic two-terminal circuit element which

II. MEMRISTOR-THE FOURTH BASIC
CIRCUIT ELEMENT

From the circuit-theoretic point of view, the three basic
two-terminal circuit elements are defined in terms of a
relationship between two of the four fundamental circuit
variables, namely,.the current i, the voltage v, the charge q,
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his colleagues at M.I.T. have also been using the memristor for model-
ing certain characteristics of the varactor diode and the partial super-
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I. INTRODUCTION

T HIS PAPER presents the logical and scientific basis
for the existence of a new two-terminal circuit element

. called the memristor (a contraction for memory
resistor) which has every right to be as basic as the three
classical circuit elements already in existence, namely, the
resistor, inductor, and capacitor. Although the existence
of a memristor in the form of a physical device without
internal power supply has not yet been discovered, its
laboratory realization in the form of active circuits will be
presented in Section 11.1 Many interesting circuit-theoretic
properties possessed by the memristor, the most important
of which is perhaps the passivity property which provides
the circuit-theoretic basis for its physical realizability, will
be derived in Section III. An electromagnetic field in-
terpretation of the memristor characterization will be pre-
sented in Section IV with the help of a quasi-static expansion
of Maxwell's equations. Finally, some novel applications
ofmemristors will be presented in Section V.

Abstract-A new two-terminal circuit element-called the memrislor-
characterized by a relationship between the charge q(I} == f' -'" i(r} dr
and the flux-linkage <p(I} == f'-", vir} dr is introduced as the fourth basic
circuit element. An electromagnetic field interpr'!tation of this relationship
in terms of a quasi-static expansion of Maxwell's equations is presented.
Many circuit· theoretic properties of memristors are derived. It is shown
that this element exhibiis some peculiar behavior different from that
exhibited by resistors, inductors, or capacitors. These properties lead to a
number of unique applications which cannot be realized with RLC net-
works alone.
Although a physical memristor device without internal power supply

has not yet been discovered, operational laboratory models have been
built with the help of active circuits. Experimental results are presented to
demonstrate the properties and potential applications of memristors.
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resistance/conductance modulation factor ð/
ffiffiffi
V

p
Þ and the

memristor dynamics.

A. Progression of Memristor Modeling
Available memristor or memristive device models at-

tempt to characterize both current/voltage behavior and
the device dynamics. A number of memristor models have
been introduced [10], [14]–[18]. However, only a few ad-
dress the highly nonlinear nature of the device. It would be
useful to review the more successful models thus far. The
Bnormalized[ dynamics of a memristive device can be
described as the rate of change in the position of state
variable w, which over time can be written as

dw

dt
¼ hðw;XMÞ (2)

where hð$Þ is a function of the state variable. Either mem-
ristor current ðiMÞ or voltage ðVMÞ facilitates rate of change
in the device resistance/conductance (memristance/
memductance) [1], [9]. A simplified and practical example
of a memristor model is hðw; iMÞ ¼ ! $ iM, where ! is a
constant that depends on device parameters such as the
device thickness, carrier mobility, and initial resistance
[2], hence, the memristor device dynamic is linearly
related to iM.

Available models apply a number of techniques to de-
scribe the nonlinear dynamics of the memristor device.
These approaches can be simplified in the form of

dw

dt
¼ ! $ fðwÞ $ iM (3)

where fðwÞ is a normalized nonlinear function of the form
1% ð2w% 1Þ2p, commonly referred to as a window function,
where p is a positive constant [14].

The limitation in adopting the window function is its
boundary conditions [19] whereby one has to ensure that
there is little or no change in the memristance when w
approaches the boundaries (0, 1 states for normalized w),
fðw ! boundariesÞ & 0. This condition implies an infinite
state at the boundaries, identified as a hard switching
condition in [2] and [15]. The second problem with using
such a window function is that highly nonlinear behavior
obtained at high values of p changes the exponential nature
of the reported relationship [10], [20], with the direct
relation that exists between the dw=dt and fðwÞ. It deploys
the same behavior pattern for both 0 Ð 1 transitions,
which may not be the case based on recent experimental
results for on and off switchings [21]. The nonlinearity
created by the window function does not appear to comply
with presently known physical phenomena. These asym-
metries between on and off switching speeds and also the
rate of the state variable change toward on and off imply
an exponential relationship between initial conductance
level and the rate of conductance change [21]. These limi-
tations are identified with other types of window functions,
such as 1% ðw% stpð%iMÞÞ2p [15], where the stpð$Þ func-
tion can be either 0 or 1 depending on the current signature
stpðzÞ ¼ 1 if z ( 0, otherwise stpðzÞ ¼ 0. As a conse-
quence, these models continue to have some limitations in
modeling the device as they do not allow for a consistent
prediction of the memristor behavior when compared
with experimental results. Additionally, a sinhð

ffiffiffi
V

p
Þ-like

behavior has been observed between the rate of change
differential conductance and the applied voltage at low
electric field relative to the tunneling barrier width [21].

Generally, the common problem in these models is that
there is no threshold consideration, so there is a gap in
knowledge base for design characterization. Nonetheless,
the models [2], [14], and [15] confirm the behavior of HP’s
memristor. However, Lehtonen and Laiho [17] introduced
a new model using the window function of (3). The main
advantage of this model is that it provides a program-
ming threshold by using a nonlinear function gð$Þ, which
is a function of the applied voltage V. The model is
described by

dw

dt
¼ ! $ fðwÞ $ gðVÞ: (4)

They concluded that to mimic the behavior of the
memristor reported in [22], the gð$Þ term must be a non-
linear, odd, and monotonically increasing function. Con-
sidering the basic memristor properties discussed in [1]
and [9], the memristor experimental data, and some of the
mathematical approaches from the literature [23], [24],

Fig. 3. The I–V characteristic of an ideal memristor based on the

HP modeling approach and using the resistance modulation

index "M. Three curves show the hysteresis behavior at three different

frequencies: 0.2, 0.3, and 0.6 Hz [2]. The change in the device

conductance #M can be expressed as #M ¼ 1="M, which corresponds

to the conduction modulation factor. The rate of this change

is usually described as the rate of change in an internal

(normalized/unnormalized) state variable w.
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Main properties:
 passivity criterion
 non-volatile memory property
 v-i pinched hysteresis loop (Lissajous 

figure) for any periodic source. The 
pinched hysteresis loop shrinks 
continuously as the frequency increases

⇒ M(w(t)) ≥ 0

⇒ h(w(t), 0, t) = 0, ∀t

General memristive one-port 
(Chua and Kang, 1976)
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v(t) = M(w(t)) i(t), w ∈ Rn

dw(t)

dt
= h(w(t), i(t), t)

Recently, “Memristors” and 
“Memristive Devices” 

have been used interchangeably



Memristor - HP Labs (2008)
HP Memristor
(S. Williams et al, 2008)

25

delays and power dissipation, can be estimated. Here, we
develop analytic and empirical models that describe the
switching characteristics of a memristor.

Strukov et al. [2] introduced a physical model whereby
the memristor is characterized by an equivalent time-de-
pendent resistor whose value at a time t is linearly propor-
tional to the quantity of charge q that has passed through it.
This proof-of-concept implementation, which consists of a
thin nanolayer (2 nm) of TiO2 and a second oxygen
deficient nanolayer of TiO2!x (3 nm) sandwiched between
two Pt nanowires, is shown schematically in Fig. 2. The
oxygen vacancies are positively charged mobile carriers. A
change in distribution of the vacancies within the nano-
layer changes the resistance by a tunneling mechanism
through the TiO2 layer to Pt [10].

The device conductance then will change by applying
either a positive or negative voltage. As shown in Fig. 2, by
considering tunneling as the dominant physical mecha-
nism [11], l introduces the initial tunneling barrier width,
which is bounded with two maximum ðxmaxÞ and
minimum ðxminÞ possible positions, while x indicates the
position of the tunnel barrier. The initial barrier width
l ¼ xmax ! xmin, where xmax and xmin are the maximum
and minimum of the state index position. As an example,

based on the HP measurement [10], when xmax ¼ 19 Å and
xmin ¼ 11 Å, the initial tunneling barrier width in the TiO2

layer is 8 Å. In order to promote consistency between the
first description of the fabricated memristor and the
tunneling concept we assign the memristor state as a
normalized variable. The approach results in a normalized
parameter that indicates the internal memristor state
w ¼ ðxmax ! xÞ=l. The barrier position can move from
xoff ¼ 18 Å (Boff[ state) down to xon ¼ 12 Å (Bon[
state). This results in 0.12 and 0.88 boundaries of the
normalized state variable w for Boff[ and Bon[ switch-
ings, respectively. Interestingly, this piece of the puzzle
confers a physical interpretation upon the position of the
normalized state variable published in [12], leading to the
expected current limits for a 10-nm-thin SrTiO3/Pt device.

Application of Ohm’s law to Fig. 2(c) results in
V ¼ ðRS þ RVÞi. If ! is the resistivity of the TiO2 region
and A is the contact area, then RV ¼ ð!=AÞðxmax ! xÞ, from
which we obta in dx=dt ¼ !ðA=!ÞðdRV=dtÞ. Thus ,
dx=dt ¼ ðA=!G2

VÞðdGV=dtÞ, where GV illustrates the vari-
able conductance. In other words, the rate of change in the
device conductance is a strong function of the rate of
change in the position of the barrier and initial conduc-
tance. Therefore, a memristor can be treated as a finite
state machine. If a uniform distribution of particles and
applied electric field (uniform applied force on each parti-
cle) is assumed, a factor called the conductance modulation
index [13] can be shown to follow from the very first HP
memristor model.

The very first step is to prepare a SPICE-like model that
can mimic the behavior of a memristive device. A memris-
tor structure is created by forming a Pt/TiO2–TiO2!x/Pt
layers. Each layer and the boundary display a particular
behavior that is fundamental in estimating the perfor-
mance of a circuits or a system. There are a number of
approaches that aim to model the memristor behavior.

Kavehei et al. [13] introduced a resistance modulation
index ð"MÞ term, which is based on the memristor off and
on resistance ratio r ¼ Roff=Ron and the integral of applied
voltage #ðtÞ ¼

R
VðtÞdt. The "M factor can be described as

"M ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1! 2cðtÞ

r

r
(1)

where cðtÞ ¼ !ðtÞ=$, !ðtÞ is the magnetic flux, $ ¼ D2=
%D having the dimensions of magnetic flux !ðtÞ, %D is the
average drift mobility with unit of m2s!1V!1 and D is the
film thickness. Fig. 3 illustrates the response of a memris-
tive device model using "M to characterize the modulation
mechanism, where the current/voltage relationship is
described by iM ¼ VM=ð"MRoffÞ. This definition is derived
from HP’s experimental data [2], which is based on geom-
etrical and physical parameters. Therefore, it can be in-
ferred that there is a strong relationship between the

Fig. 2. Physical representation of memristor switching. (a) Memristor

symbol and a 3-D view of the Pt/TiO2/Pt structure. (b) Top and

side cross sections of the structure. (c) Switching behavior of the

memristor, whereby ‘‘doped’’ and ‘‘undoped’’ regions correspond

to Ron and Roff, respectively, being the two extreme states for the

variable resistance RV . Here, RS is a series resistor around 200 V [10].

The dopant consists of mobile charges. Assuming the tunneling [11],

l introduces the initial (maximum) tunneling barrier width,

bounded by two extremes ðxmaxÞ and minimum ðxminÞ possible
positions, x indicates the position of the tunneling barrier. As an

example, with xmax ¼ 19 Å and xmin ¼ 11 Å, we have l ¼ 8 Å. At the
same time, xoff and xon are 18 Å and 12 Å, respectively.
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range of the state variable w and as a memristive system for another,
wider (but still bounded), range of w. This intuitive model produces
rich hysteretic behaviour controlled by the intrinsic nonlinearity of
M and the boundary conditions on the state variable w. The results
provide a simplified explanation for reports of current–voltage
anomalies, including switching and hysteretic conductance, multiple
conductance states and apparent negative differential resistance,
especially in thin-film, two-terminal nanoscale devices, that have
been appearing in the literature for nearly 50 years2–4.

Electrical switching in thin-film devices has recently attracted
renewed attention, because such a technology may enable functional
scaling of logic and memory circuits well beyond the limits of com-
plementary metal–oxide–semiconductors24,25. The microscopic
nature of resistance switching and charge transport in such devices
is still under debate, but one proposal is that the hysteresis
requires some sort of atomic rearrangement that modulates the
electronic current. On the basis of this proposition, we consider a
thin semiconductor film of thickness D sandwiched between two
metal contacts, as shown in Fig. 2a. The total resistance of the
device is determined by two variable resistors connected in series
(Fig. 2a), where the resistances are given for the full length D of
the device. Specifically, the semiconductor film has a region with a
high concentration of dopants (in this example assumed to be pos-
itive ions) having low resistance RON, and the remainder has a low
(essentially zero) dopant concentration and much higher resistance
ROFF.

The application of an external bias v(t) across the device will move
the boundary between the two regions by causing the charged
dopants to drift26. For the simplest case of ohmic electronic conduc-
tion and linear ionic drift in a uniform field with average ionmobility

mV, we obtain

v(t)~ RON
w(t)

D
zROFF 1{

w(t)

D

! "! "
i(t) ð5Þ

dw(t)

dt
~mV

RON

D
i(t) ð6Þ

which yields the following formula for w(t):

w(t)~mV
RON

D
q(t) ð7Þ

By inserting equation (7) into equation (5) we obtain the memri-
stance of this system, which for RON=ROFF simplifies to:

M(q)~ROFF 1{
mVRON

D2
q(t)

! "

The q-dependent term in parentheses on the right-hand side of this
equation is the crucial contribution to the memristance, and it
becomes larger in absolute value for higher dopant mobilities mV
and smaller semiconductor film thicknesses D. For any material, this
term is 1,000,000 times larger in absolute value at the nanometre scale
than it is at the micrometre scale, because of the factor of 1/D2, and
the memristance is correspondingly more significant. Thus, memri-
stance becomes more important for understanding the electronic
characteristics of any device as the critical dimensions shrink to the
nanometre scale.

The coupled equations of motion for the charged dopants and the
electrons in this system take the normal form for a current-controlled
(or charge-controlled) memristor (equations (1) and (2)). The
fact that the magnetic field does not play an explicit role in the
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Figure 2 | The coupled variable-resistormodel for amemristor. a, Diagram
with a simplified equivalent circuit. V, voltmeter; A, ammeter. b, c, The
applied voltage (blue) and resulting current (green) as a function of time t for
a typical memristor. In b the applied voltage is v0sin(v0t) and the resistance
ratio is ROFF=RON~160, and in c the applied voltage is 6v0sin

2(v0t) and
ROFF=RON~380, where v0 is the magnitude of the applied voltage andv0 is
the frequency. The numbers 1–6 label successive waves in the applied voltage
and the corresponding loops in the i–v curves. In each plot the axes are
dimensionless, with voltage, current, time, flux and charge expressed in units
of v05 1V, i0:v0=RON~10 mA, t0; 2p/v0;D2/mVv05 10ms, v0t0 and

i0t0, respectively. Here i0 denotes themaximumpossible current through the
device, and t0 is the shortest time required for linear drift of dopants across
the full device length in a uniform field v0/D, for example with D5 10 nm
and mV5 10210 cm2 s21 V21. We note that, for the parameters chosen, the
applied bias never forces either of the two resistive regions to collapse; for
example,w/D does not approach zero or one (shownwith dashed lines in the
middle plots in b and c). Also, the dashed i–v plot in b demonstrates the
hysteresis collapse observed with a tenfold increase in sweep frequency. The
insets in the i–v plots in b and c show that for these examples the charge is a
single-valued function of the flux, as it must be in a memristor.
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Abstract
Since the 2008-dated discovery of mem-
ristor behavior at the nano-scale, Hewlett 
Packard is credited for, a large deal of 
efforts have been spent in the research 
community to derive a suitable model 
able to capture the nonlinear dynam-
ics of the nano-scale structures. 
Despite a considerable number of 
models of different complexity have 
been proposed in the literature, 
there is an ongoing debate over 
which model should be universally 
adopted for the investigation of 
the unique opportunities mem-
ristors may offer in integrated 
circuit design. In order to shed 
some light into this passion-
ate discussion, this paper 
compares some of the most 
noteworthy memristor mod-
els present in the literature. 
The strength of the Pickett’s 
model stands in its experiment-based development and in its 
ability to describe some physical mechanism at the origin of 
memristor dynamics. Since its parameter values depend on the 
excitation of the memristor and/or on the circuit employing the 
memristor, it may be assumed as a reference for comparison 
only in those scenarios for which its parameters were reported 
in the literature. In this work various noteworthy memristor 
models are fitted to the Pickett’s model under one of such sce-
narios. This study shows how three models, Biolek’s model, 
the Boundary Condition Memristor model and the ThrEshold 
Adaptive Memristor model, outperform the others in the replica 
of the dynamics observed in the Pickett’s model. In the second 
part of this work the models are used in a couple of basic circuits 
to study the variance between the dynamical behaviors they 
give rise to. This analysis intends to make the circuit designers 
aware of the different behaviors which may occur in memristor-
based circuits according to the memristor model under use.

I. Introduction

The memristor was theoretically envisioned 
by Prof. Chua back in 1971 [1]. This device is 
characterized by a nonlinear relation between 

charge and flux, i.e. the time integrals of current and 
voltage. It follows that the resistance of the memris-
tor depends on the time history of the current flowed 
through it or of the voltage fallen across it in case of 
charge or flux control respectively. The memristor exhib-
its a set of unique fingerprints ([2], [3]) among which a 
current-voltage pinched hysteretic loop under periodic 
excitation. However, as shown in [4], the current-voltage 
representation does not uniquely defines a memristor. It 
is the charge-flux relation which does it instead [5]. 

A few years after the 1971 proposal the memristor was 
classified as the simplest element within a larger class 
of dynamical systems, namely the memristive systems 
[6]. Despite it was recently proved [7] that a classical 
purely-passive electronic circuit made up of a nonlin-
early-resistive two-port cascaded with a linear dynamic 
one-port acts as a volatile memristive system, non-
volatile memristive behavior may not be observed in any 
circuit employing already available circuit components 
[5]. However, an exciting discovery, which took place 
at Hewlett Packard (HP) Labs [8] in 2008, proved the 
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by an oxide layer enriched with oxygen vacancies 
(a TiO x2- -based highly conductive channel) whose 
resistance is named .RS  When a current i flows through 
the nano-device, naming v the voltage across the whole 
memristor, the voltage falling across the tunnel barrier, 
let us call it ,vg  is given by .v v R ig s= -  The equation 
governing the time evolution of the state variable w is 
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for .i 01  In the optimization procedure of Section III we 
shall refer to the memristor-circuit of Fig. 1, where the 
input voltage source vi is a periodic triangular signal, 
represented in Fig. 2 over one period, and has a series 
resistance . .R K2 4i X=  In [17] the memristor dynam-
ics in this circuit were experimentally described and 
modeled. Under this scenario the mean values of the 
parameters in (1)–(2), as reported in [17], are tabulated 
in Table 1. Furthermore, Rs was set to .215X

The current through the device is modeled as a tun-
neling junction current [26]: 

 
( )

( ) ,i
w
j A

e e v eo
I

B
I g

B e v
2

I I g; ;z z
D

= - + ; ;z z- - +" ,   (3)

where A nm104 2=  is the average channel area of the 
memristor and jo and m are expressed by 

, ,j
h
e

w
L

2o
m

r
m= =  

where .e C1 6 10 19$= -  is the elementary electronic charge, 
.h Js6 6 10 34$= -  is the Planck constant, k 5=  is the mean 

value of the dielectric constant, . Fm8 854 10o
12 1$f = - -  

is the vacuum permittivity and ( )/lnL e 2 8m o
2 rlf=  is 

expressed in .eVm  Furthermore, in equation (3) w1 and w2 
are defined as 

. , . ,w w w w w
e v

1 2 1
3 4 2

9 2
o o g

1 2 1
; ;z

m
z m

m= = + -
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c m  
where . eV0 95oz =  is the mean value of the barrier 
height, while the expressions for B and Iz  are 
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1 15
I o g

1 2

1 2

2 1
; ;

r

z z m

D
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-e o  

where w w w2 1D = -  and .m kg9 1 10 31$= -  is the elec-
tron mass. 

B. Models Under Comparison
Let us introduce the models under comparison, i.e. 
Joglekar’s model [18], Biolek’s model [19], Prodoma-
kis’ model [20], the BCM model [22] and the TEAM 
model [23]. 

In all these models except the last one, the memristor 
is modeled as a thin oxide film of length D comprising 
a conductive layer of oxygen-deficient Titanium diox-
ide TiO x2-  with length w (chosen as the state variable) 

Table 1.
Values of the parameters in the state equations (1)–(2) 
of the reference model under triangular excitation of 
the circuit of Fig. 1.

foff fon ioff ion
.3 5 ms 1n -  40 ms 1n - 115 An .8 9 An
aoff  aon b wc

.1 2 nm .1 8 nm 500 An 107 pm

Ri

vi v

+

+

–

–

i

Figure 1. Memristor-based circuit used in the optimization 
strategy of Section III.

6543
t /s

v/
V

210

–2

0

2

4

6

Figure 2. Triangular excitation of the circuit of Fig. 1. Only 
one period is shown.
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model and the TEAM model present exactly the 
first harmonic of the reference model (see Fig. 9 
and Test 2-a in Table 4), it is clear the better accu-
racy of the TEAM model in capturing higher-order 
harmonics of the signal referring to the Pickett’s 
model (see Fig. 9 and Test 2-b in Table 4). On the 
other hand, the response to a current pulse of the 
reference model is reproduced more accurately 
by the BCM model and the Biolek’s model rather 
than the TEAM model (see Figs. 10-11 and Test 2-c 
in Table 4). 

 ■ Result Test 3: The greater computational complex-
ity in memristor-based nonlinear chaotic circuits 
may lead to convergence problems and instabil-
ity issues. The parameters of all memristor mod-
els under comparison have been finely tuned in 
the attempt to reproduce the chaotic attractor 
observed when the reference model is employed 
in the circuit of Fig. 12. Extensive numerical simu-
lations have shown that the Biolek’s model and 
the BCM model agree with each other and exhibit 
chaotic behavior for nearly the same value of 
the bifurcation parameter as in the case of the 
Pickett’s model (see Sect. IV-B for details). None-
theless, they are unable to capture the Pickett’s 
model-based chaotic attractor. The TEAM model-
based chaotic attractor, observed for a slightly 
smaller value of the bifurcation parameter (see 
Sect. IV-B), differs from all the other chaotic 
attractors. It follows that no memristor model 
seems to be sufficiently accurate in this case.

All in all, the results are collected in the Table 4 
where the symbol { is used to mark the memristor 
model whose properties result to be qualitatively closer 
to those of the reference model in the different case-
studies. On the other hand, the symbol # is used if no 
decision can be made. 

From the Table 4, we can conclude that the design of 
novel memristor-based architectures requires the pre-
liminary determination of a universal memristor model. 

VI. Outlook on a Novel Model
In this article we discussed the behavior of several 
memristor models using various excitations and 
circuits. Our results indicate that simpler models 
such as Biolek’s model and the BCM model seem to 
be able to reproduce most of the dynamics observed 
with more accurate models such as the TEAM and 
the Pickett’s models, whose far greater computa-
tional complexity may lead to convergence problems 
and instability issues in the investigation of complex 
circuits. The parameters of all models greatly depend 
on the actual circuit under investigation and on 
its excitation. 

As shown in this paper, given a memristor model, 
a parameter optimization with respect to a reference 
model may allow one to tune the memristor dynamics 
so as to reflect the behavior of the reference. 

However the parameters of the reference model [16] 
used throughout the investigations of Section III were fit-
ted to a given circuit and excitation by using data from 
actual experiments [17]. Parameter sets to arbitrary cir-
cuits and excitations are therefore unknown unless one 
may directly conduct experimental measurements on 
the physical memristor nano-device. 

A simplified and general representation of the 
dynamics of a memristor is therefore preferable. In 
the following we present preliminary results of the 
derivation of a novel model, named Polynomial Model 
(PM), which takes inspiration from Prof. Chua’s idea of 
unfolding the memristor [5]. As suggested by its name, 
this model is based upon a polynomial series repre-
sentation of the state evolution function (let us call it 
( , ),g i w  where the arguments show its dependence on 

state w and input current i). The state equations of the 
proposed model are expressed as series of polynomi-
als involving w and :i  
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(32)

for | |i imin2  and 0 for .i i imin min# #-  This novel model 
attempts to mimic the behavior of Pickett’s model by 
optimizing the series coefficients (i.e. elements of 
parameter vectors [ , , , ] ,a a aa n1 2 f= l  [ , , , ] ,b b bb M1 2 f= l  

[ , , , ] ,c c cc P1 2 f= l  [ , , , ] ,d d dd P1 2 f= l  [ , , , ]e e ee P1 2 f= l 
and [ , , , ]f f ff P1 2 f= l) so that equation (32) reproduces 
the dynamics of the reference model state equations, 
expressed by (1)-(2). 

The first investigations focused on the case of 
,i imin1-  where the variation intervals for current i 

and state w were chosen so as to match experimen-
tal results shown in [16]. Figs. 18 and 19 show the 

Table 4.
Comparison among the memristor models. For sake 
of brevity we use the acronym BM to indicate Biolek’s 
Memristor.

BM BCM Team
Test 1 - { -

Test 2-a { { {
Test 2-b - - {
Test 2-c { { - 

Test 3 # # #
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to the actual circuit under investigation, the param-
eter set of the BCM model and Biolek’s model seem 
to be less dependent on the actual design of the cir-
cuit under investigation. Accordingly, those models 
benefit less from an optimization of parameters. 
However, for the circuit and optimization procedure 
studied here, the BCM model shows the lowest error 
with respect to the v-i-characteristics most relevant 
for circuit design. 

Here it is important to note that the variability range 
of the state variable depends on the actual memristor 
model under consideration. In Joglekar’s, Prodoma-
kis’ and Biolek’s models as well as in the BCM model 
the state variable denotes the width of the conductive 
layer and may assume values in [ , ],D0  where D is the 
full length of the nano-device. In the Pickett’s model, 
as well as in the TEAM model, the state variable is the 
tunnel barrier width of the nano-structure and may 
range from [ , ] .w won off  Furthermore, the state variable 
in the first set of models is the complement of the 
state variable in the latter set of models with respect to 
the entire length of the memristor. This differences in 
the models explain a shift of the state variable curves 
in Figs. 4 and 5. 

IV. Case Studies
This section shall study the vari-
ance of the dynamics of basic 
memristor-based circuits on the 
basis of the memristor model 
under use. Here we shall only 
consider those models which, 
according to the optimization 
procedure of Section III, exhibit 
good capability in tracking the 
dynamics of the reference model. 
As a result, Joglekar’s model and 
Prodomakis’ model shall not be 
considered any further. 

A. Second-Order Circuit
The first circuit under test is the 
second-order oscillator shown 

in Fig. 6. This oscillator, inspired from the oscillator 
presented in [30] and later analytically studied in [10], 
presents an extra resistor R2 in parallel with the mem-
ristor (the other resistor, ,R1  is negative). Application of 
Kirchhoff’s Laws to the circuit of Fig. 6 yields the follow-
ing ordinary differential equations for the rate of change 
of the first two state variables, defined as x vC1 =  and 
x R i :L2 1=-

 
( )

,

d
dx x x

M x R
R

d
dx x x

1 11
2 1

3 2
1

2
2 1

x

x
a

= + +

= -

cc
^

m m
h  

(24)

  
(25)

where t t 1
0x = -  is the normalized time variable with 

normalization factor ,t C R0 1=-  while .C R L12 1a = -  The 
other state equation, governing the time evolution of 
state x3 of memristor m with memristance ( ),M x3  has a 
different expression according to the memristor model 
under use, i.e. 
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for Biolek’s and the BCM models (the window function 
( , )f $ $  is respectively defined in (10) and (12), ,x wD3

1= -  
where w denotes the length of the conductive layer and 
D is the full longitudinal extension of the nano-device, 
and the expression for the memristance ( )M $  is given 
in (5)) and 
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Figure 6. Memristor-based second-order oscillator.
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,i A1off n=  . ,a m1 2 10 9
off $= -  ,3ona =  ,k ms8 10 8 1

on $=- - -  
,i A1on n=-  . ,a m2 3 10 9

on $= -  ,w m107 10c
11$= -  ,x aon off=  

,x aoff on=  R k1on X=  and .R M1off X=  The initial condi-
tions for the states of the two memristors were set to 

( ) ( ) . .x x0 0 2 3 104 5
9$= = -  Numerical integration of the 

state equations (30) and (32) yields chaotic behavior 
for .C nF521 =  The chaotic attractor, shown in Fig. 16, 

considerably differs from the two depicted in Figs. 14 
and 15. 

In order to prove the occurrence of chaotic behavior 
in all cases, we computed the Fast Fourier Transform 
of time signal ( ) .x t1  The results of this investigation are 
shown in Fig. 17 for the reference (blue curve), Biolek’s 
(black curve), the BCM model (red curve) and the 
TEAM (green curve) models respectively. The obser-
vation of a wide frequency spectrum confirms the 
expectations. 

In conclusion, Biolek’s and the BCM models exhibit 
chaotic behavior for nearly the same value of capac-
itor C1 as in the case of the reference model ( nF56  
versus nF55  respectively). The TEAM model experi-
ences chaotic behavior for a smaller capacitor value 
( ) .nF52  Nonetheless all the models under comparison 
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Figure 14. Chaotic attractor on the state space spanned by 
state variables ,x1  x2 and x3 as predicted by Biolek’s model. 
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Figure 12. Memristor-based third-order oscillator.
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by an oxide layer enriched with oxygen vacancies 
(a TiO x2- -based highly conductive channel) whose 
resistance is named .RS  When a current i flows through 
the nano-device, naming v the voltage across the whole 
memristor, the voltage falling across the tunnel barrier, 
let us call it ,vg  is given by .v v R ig s= -  The equation 
governing the time evolution of the state variable w is 
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for .i 01  In the optimization procedure of Section III we 
shall refer to the memristor-circuit of Fig. 1, where the 
input voltage source vi is a periodic triangular signal, 
represented in Fig. 2 over one period, and has a series 
resistance . .R K2 4i X=  In [17] the memristor dynam-
ics in this circuit were experimentally described and 
modeled. Under this scenario the mean values of the 
parameters in (1)–(2), as reported in [17], are tabulated 
in Table 1. Furthermore, Rs was set to .215X

The current through the device is modeled as a tun-
neling junction current [26]: 
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where A nm104 2=  is the average channel area of the 
memristor and jo and m are expressed by 
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where .e C1 6 10 19$= -  is the elementary electronic charge, 
.h Js6 6 10 34$= -  is the Planck constant, k 5=  is the mean 

value of the dielectric constant, . Fm8 854 10o
12 1$f = - -  

is the vacuum permittivity and ( )/lnL e 2 8m o
2 rlf=  is 

expressed in .eVm  Furthermore, in equation (3) w1 and w2 
are defined as 
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where w w w2 1D = -  and .m kg9 1 10 31$= -  is the elec-
tron mass. 

B. Models Under Comparison
Let us introduce the models under comparison, i.e. 
Joglekar’s model [18], Biolek’s model [19], Prodoma-
kis’ model [20], the BCM model [22] and the TEAM 
model [23]. 

In all these models except the last one, the memristor 
is modeled as a thin oxide film of length D comprising 
a conductive layer of oxygen-deficient Titanium diox-
ide TiO x2-  with length w (chosen as the state variable) 

Table 1.
Values of the parameters in the state equations (1)–(2) 
of the reference model under triangular excitation of 
the circuit of Fig. 1.
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Figure 1. Memristor-based circuit used in the optimization 
strategy of Section III.
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Figure 2. Triangular excitation of the circuit of Fig. 1. Only 
one period is shown.
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Memristor-based nonlinear oscillators 

Numerical simulations 
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Diode bridge with LCR filter. 
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Memristor-based nonlinear oscillators 

                   ,                   , 

Bottom:                      with              and 

•        added to measure    in conjunction with Experimental demonstration 
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Memristor-based nonlinear oscillators 

Bottom:                      with              and 

Decrease in the area of the lobes 
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discrete realization components: diodes D1N4148, 
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Memristor-based nonlinear oscillators 

In Circuit Theory physical quantities of interest are i and v. 

However the ideal memristor is univocally described by the           relation: 

     ! circuits based upon it should be analyzed in terms of  charge and flux.   

Example: derive state eqs. by integration of KVLs and KCLs 
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Memristor-based nonlinear oscillators 

The system is characterized by Lur!e model 

It exhibits (""Nonlinear dynamics of memristor oscillators!!, Corinto et al. 2012) 

(a) only one equilibrium, i.e.                 ,     

     if                 or 

(b) an infinite number of equilibria, i.e. 
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Memristor-based nonlinear oscillators 

Local stability of equilibria 

Jacobian of the system: 
 

 

where 
 

 

The eigenvalues of an equilibrium :              

Local stability the origin                  : 
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Memristor-based nonlinear oscillators 

Condition for a Hopf bifurcation 

Using all the previous results, we have: 

•  if                                         then      is an UN   

•  if                                         then      is an UF for   

                                                              an UN for   

•  if                       (deg. case) then     is an UF   
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                                           is a SN for 
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Memristor-based nonlinear oscillators 

Local stability of the other two equilibria 

Local stability of                        : 

•  determinant                                since 

•  Thus the equilibrium is a saddle  

•  Speed of dynamics along saddle manifolds depends on trace*. 

     In particular, since                           for                 , then 
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Memristor-based nonlinear oscillators 

Dynamics on a-b plane for              ,                and                    . 
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Memristor-based nonlinear oscillators 

Eigenvalues of equilibria for              ,               and                   . 1!< "#a 1!> "#b 11 !! > "#$"
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Oscillatory model of neurocomputing

- Osc i l l a t ions exper imenta l l y 
observed in visual cortex after 
stimulus
- Synchronized oscillations observed 
i n p a r t s o f t h e b r a i n n o t 
geometrically close
- Synchronized oscillations is linked 
to association
- Can we build an image recognition 
system from coupled oscillators?

Hoppensteadt and Izhikevich, Phys Rev L, 
VOLUME 82, NUMBER 14, April 5, 1999



What is synchronization?

• Synchronize: to agree in time, to happen at the same time, to represent or 
arrange (events) to indicate coincidence or coexistence

• It is an important concept in: Physics, Biology, Telecommunication, Computer 
science, Cryptography, Multimedia, Photography, Music (rhythm)

• Synchronicity is a word coined by the Swiss psychologist Carl Jung to 
describe the “temporally coincident occurrences of acausal events.”



What is Synchronization?

!

Ljupco Kocarev Dynamical processes on networks

What is synchronization?



A historical perspective 
Christiaan Huygens (1658)
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Synchronization: a historical perspective

Further, if this agreement was disturbed by some interference, it 
reestablished itself in a short time. For a long time I was amazed at 
this unexpected result, but after a careful examination finally found 
that the cause of this is due to the motion of the beam, even 
though this is hardly perceptible.”

“It is quite worth noting that when we 
suspended two clocks so constructed from 
two hooks imbedded in the same wooden 
beam, the motions of each pendulum in 
opposite swings were so much in agreement 
that they never receded the least bit from 
each other and the sound of each was 
always heard simultaneously. 



A historical perspective
Engelbert Kaempfer (1680)!"#$%&'(#)%"*+(%"#,-
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Synchronization: a historical perspective



A historical perspective

• Sleep-Wake rhythms: biological systems can adjust their rhythms to external 
signals. Under natural conditions, biological clocks tune their rhythms (i.e. 
synchronize) in accordance with the 24-hour period of the Earth’s daily cycle
(First observed by J.J. Dortous de Mairan, 1729)

• Synchronization of triode oscillators (Appleton, van der Pol, van der Mark,
1922-1928)



• In a classical context, synchronization (from Greek: syn = the same, common 
and: chronos = time) means adjustment of rhythms of self-sustained periodic 
oscillators due to their weak interaction (coupling); this adjustment can be 
described in terms of phase locking and frequency entrainment (1).

(1) If you have two vibrating objects with the same natural frequency or 
corresponding harmonic, they will both have a forced vibration effect on each other. 
This process, given time, normally leads to a condition where both objects 
synchronize. Of interest, both oscillators do not, necessarily, must have exactly the 
same natural frequency. If there is enough "coupling" between the oscillators, they 
will sometime "lock-in" with one another at a slightly shifted frequency: the 
frequencies become equal or entrained. The onset of a certain relationship between 
the phases of these oscillators is often termed phase locking.

The concept of “Synchronization”



1. The oscillator is an active system. It contains an internal 
source of energy that is transformed into oscillatory behavior. 
Being isolated, it continues to generate the same rhythm until 
the source of energy expires. It is described as an 
autonomous dynamical system.

2. The form of the oscillation is determined by the parameters 
of the system and does not depend on initial conditions.

3. The oscillation is stable to (small) perturbations.

The above properties are characteristic of nonlinear 
oscillators

What is a self-sustained periodic oscillator ?



Electronic nonlinear circuits
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Example: Two identical coupled Van der Pol oscillators

0 5 10 15 20 25 30 35 40 45 50
-4

-2

0

2

4

0 5 10 15 20 25 30 35 40 45 50
-4

-2

0

2

4

 

Uncoupled:  d = 0

x1(t)
x2(t)

x2(t) – x1(t)

phase difference remains

Coupled: d = 0.1

1 2
1 1 2 2

2 2 2 2 2 21 2
1 1 1 1 1 1 2 2 2 2

2 1 1

2

2

2

dx dx
y y

dt dt
dy dy

x x y

d x x d

y x x y

x

y
dt t

x

d

0 5 10 15 20 25 30 35 40 45 50
-4

-2

0

2

4

0 5 10 15 20 25 30 35 40 45 50
-2

-1

0

1

2

3

 

phase difference vanishes

!"#$%&'(#)%"*+(%"#,-

./$)0*123*4511 67,*8)9:*; <)/,*&)*=09##$%")(>*; ?%0)#9(")(%*&)*@%$)"%

Example: Two identical coupled Van der Pol oscillators
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phase difference vanishes



Take home messagge

• Synchronization properties are influenced by the general properties of the 
oscillatory network: complex systems can be more or less prone to 
synchronize due to their specific features.

• Synchronization requires knowledge of both nonlinear dynamics and of 
complex systems.



The dynamics of coupled periodic oscillators: 
strong synchronization
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In-phase synchronization

Anti-phase synchronization

Examples
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In-phase synchronization

Anti-phase synchronization

Examples
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Synchronization with an arbitrary phase shift

No synchrony



Oscillatory networks



Oscillatory networks:
Global dynamic behaviour



Oscillatory networks:
Malkin Theorem



Joint application of the DF and MT



Applications



Oscillatory associative memories
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Several studies in neuroscience have shown that nonlinear oscillatory networks represent bio-
inspired models for information and image processing. Recent studies on the thalamo-cortical
system have shown that weakly connected oscillatory networks (WCONs) exhibit associative
properties and can be exploited for dynamic pattern recognition. In this manuscript we focus
on WCONs, composed of oscillators that adhere to a Lur’e like description and are organized
in such a way that they communicate one another, through a common medium. The main
dynamic features are investigated by exploiting the phase deviation equation (i.e. the equation
that describes the phase variation of each oscillator, due to weak coupling). Firstly a very
accurate analytic expression of the phase deviation equation is derived, by jointly describing
the function technique and the Malkin’s Theorem. Furthermore, by using a simple learning
algorithm, the phase-deviation equation is designed in such a way that given sets of patterns
can be stored and recalled. In particular, two models of WCONs are presented as examples of
associative and dynamic memories.

Keywords : Nonlinear oscillatory networks; phase synchronization; pattern recognition; associa-
tive and dynamic memories.

1. Introduction

Historically, the mechanisms of synaptic adapta-
tion and neuronal unit models have been the sub-
ject of many theoretical works in neuroscience. It is
widely accepted that natural and artificial biolog-
ical systems can be accurately mimicked by neu-
ral networks in which neurons, modeled as the
McCulloch–Pitts neuronal units [Hopfield, 1982]
or “integrate and fire” cells [Kandel et al., 2000],
are coupled via adaptive synapses. Experimental
observations have shown that if the neuronal activ-
ity, given by the accumulation (integration) of the
spikes from the other neurons via the synapses, is
greater than a certain threshold then the neuron
fires repetitive spikes, otherwise the neuron remains
quiescent [Kandel et al., 2000].

A different approach for describing neuronal
activity consists of modeling neurons with periodic
oscillators, where the phase of each oscillator plays
the role of the spike time [Kandel et al., 2000].
Oscillatory neuronal activity can be recognized in
several biological systems, including central pat-
tern generators, visual and olfactory systems, etc.
Indeed, recent studies in neuroscience have shown
that some significant features of the visual sys-
tems [Gray et al., 1989; Engel et al., 1992], like
the binding problem [Roskies, 1999], can be inves-
tigated by exploiting nonlinear oscillatory network
models [Schillen & König, 1994]. Some studies on
the thalamo-cortical system have also suggested
new architectures for neurocomputers, that con-
sist of coupled arrays of oscillators, with a periodic
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1. Introduction

Historically, the mechanisms of synaptic adapta-
tion and neuronal unit models have been the sub-
ject of many theoretical works in neuroscience. It is
widely accepted that natural and artificial biolog-
ical systems can be accurately mimicked by neu-
ral networks in which neurons, modeled as the
McCulloch–Pitts neuronal units [Hopfield, 1982]
or “integrate and fire” cells [Kandel et al., 2000],
are coupled via adaptive synapses. Experimental
observations have shown that if the neuronal activ-
ity, given by the accumulation (integration) of the
spikes from the other neurons via the synapses, is
greater than a certain threshold then the neuron
fires repetitive spikes, otherwise the neuron remains
quiescent [Kandel et al., 2000].

A different approach for describing neuronal
activity consists of modeling neurons with periodic
oscillators, where the phase of each oscillator plays
the role of the spike time [Kandel et al., 2000].
Oscillatory neuronal activity can be recognized in
several biological systems, including central pat-
tern generators, visual and olfactory systems, etc.
Indeed, recent studies in neuroscience have shown
that some significant features of the visual sys-
tems [Gray et al., 1989; Engel et al., 1992], like
the binding problem [Roskies, 1999], can be inves-
tigated by exploiting nonlinear oscillatory network
models [Schillen & König, 1994]. Some studies on
the thalamo-cortical system have also suggested
new architectures for neurocomputers, that con-
sist of coupled arrays of oscillators, with a periodic
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Fig. 1. Weakly connected oscillatory network having a star
topology.

Let us assume that each cell Oi is a dynam-
ical system of order m described by (2). The
cells Oi (1 ≤ i ≤ n) interact only through the
master cell that supplies the signal Gi(X0,X) to
each cell, where Gi : Rm×(n+1) → Rm and
X0 ∈ Rm is the state vector of the master cell
whose dynamics is described by the following mth
order ODE:

Ẋ0 = F0(X0). (7)

Star WCONs, composed by n cells and one
master cell, are then described by (0 ≤ i ≤ n):

Ẋi = Fi(Xi) + εGi(X0,X), (8)

where G0(X0,X) = 0.
It is worth observing that Eq. (8) allows us to

model also WCONs subjected to an external input
X0 (in the case under study X0 is generated by the
master cell).

We assume that each uncoupled cell and the
master cell adhere to a Lur’e representation [Gene-
sio & Tesi, 1993], and in particular that their state
equations can be recast as follows (0 ≤ i ≤ n):

ẋi = Ai
11 xi + Ai

12 Xb
i + fi(xi)

Ẋb
i = Ai

21 xi + Ai
22 Xb

i

where xi ∈ R is a scalar component of Xi, Xb
i ∈

Rm−1 represents the collection of the other com-
ponents of Xi, Ai

11 ∈ R, Ai
12 ∈ R1,m−1, Ai

21 ∈
Rm−1,1, Ai

22 ∈ Rm−1,m−1 and fi(·) is a scalar

Lipschitz nonlinear function. This allows one to
rewrite Eqs. (8) in terms of a sole scalar variable xi:

Li(D)xi(t) = fi[xi(t)], (0 ≤ i ≤ n) (9)

where Li(D) is a rational function of the first order
time-differential operator D (see [Gilli et al., 2005a]
for a detailed description of a WCON having Lur’e
type cells).

If the coupling between each cell and the cen-
tral system involves only the scalar variables xi,
that is the central cell receives the signals xi (with
1 ≤ i ≤ n) and provides each oscillator a corre-
sponding signal:

ui(t) = gi(x0(t),x(t)),

x(t) = [x1(t), x2(t), . . . , xn(t)]T , gi : Rn+1 → R
(10)

then the resulting star WCON is described by the
following simplified system of Lur’e like equations:

L0(D)x0(t) = f0[x0(t)] (11)

Li(D)xi(t) = fi[xi(t)] + ε gi(x0(t),x(t)),

(1 ≤ i ≤ n) (12)

It turns out that only one component of Gi

(1 ≤ i ≤ n) is different from zero, i.e.

Gi(X0,X) = (gi(x0,x), 0, . . . , 0)T (13)

whereas all the components of G0 are zero:

G0(X0,X) = (0, 0, . . . , 0)T . (14)

According to these assumptions, we focus on a
set of parameters and initial conditions such that,
in the absence of coupling, each cell exhibits at least
one asymptotically stable limit cycle with angular
frequency ωi. It follows that, if the angular fre-
quencies ωi are commensurable then the method,
based on jointly describing function technique and
the Malkin’s Theorem, provides an explicit way for
deriving the ODE governing the evolution of the
phase deviations.

The application of the first two steps requires
to develop an accurate approximation of γi(t) and
Qi(t) by exploiting the describing function tech-
nique. Proofs and details of the approximations of
γi(t) and Qi(t) can be found in [Gilli et al., 2005a],
whereas the following subsection outlines only the
main results. In the last subsection the phase devi-
ation equation for a star WCON is derived.
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Fig. 3. Top left: Phase pattern to be recognized given as initial condition of (32) designed according to (35); Top right:
Recognition of a stored phase pattern; Down: Evolution of the trajectory described by (32) and (35).

the global convergence properties of (32) trained in
accordance with (35). Thus, (32) with the simple
Hebbian learning rule can be used to realize and
design Hopfield–Grossberg-like associative memo-
ries [Hoppensteadt & Izhikevich, 1999]. Numerical
simulations have also confirmed that the storage
capacity of the oscillatory associative memory is
equivalent to that of the Hopfield memory.

The one-to-one correspondence between the
equilibrium points of the phase deviation equations
and the limit cycles of the WCON implies that
the WCONs can store and retrieve oscillatory pat-
terns, consisting of periodic limit cycle with suitable
phase relations among the oscillators. Nevertheless,
the oscillating state variables xi(t), describing each
oscillator of the WCON, is not binary. The binary
information is only codified in the phases of xi(t),
that can be 0 or π.

As proposed in [Itoh & Chua, 2004], the state
variables xi(t) can assume binary values by consid-
ering the sign of xi(t), i.e. by adopting as WCON
output the function sgn(xi(t)). This allows us to
establish the phase relations by looking at the

outputs of the WCON. In particular, we have that
two oscillators, described by xi(t) and xj(t), are in-
phase (anti-phase) if and only if sgn[xi(t)xj(t)] > 0
(sgn[xi(t)xj(t)] < 0). If this rule is not true then
the WCON’s output consists of a sequence of binary
patterns, thereby implying that phase relations are
not 0 or π.

5. Dynamic Memories

As shown in the previous section, a WCON with
binary state can be easily obtained by considering
the sign of the state variables xi(t) as output of each
oscillator.

Let us consider a star WCON in which the mas-
ter cell provides to each cell the following signal,
according to [Itoh & Chua, 2004]:

gi(x0(t), x1(t), . . . , xn(t))

=




n∑

j=1

Cijsgn(xj(t))



 |x0(t)|− xi(t) (39)

where sgn(·) denotes the sign function.
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All oscillators are phase locked.
Degree of matching remains above 
a threshold.
Thus a better discrimination of 
matching patterns.



Oscillatory associative memories

• Goal: find classes of problem solved only by oscillatory networks

• no restrictions about the architecture of the networks

Can oscillatory associative memories 
outperform “static” associative memories?



• Goal: conceive non-boolean spatio-
temporal algorithms to solve a classical 
problem in a more efficient (in terms of speed, 
power, ...) way
• consider physical constrains

Oscillatory associative memories

Can oscillatory associative memories 
outperform “static” associative memories?



Spin-Torque Oscillatory arrays

to design phase shift for previously given coupling strengths
and/or input currents. As it can be seen on Figure 5 the phase-
shift depends linearly on the input current and hyperbolically
on the coupling weight.

V. APPLICATION EXAMPLE: EDGE DETECTION

In this section we will show a simple example: how a two
dimensional cellular array of spin torque oscillators based on
the dynamics described in equation (34) and (35) can be used
for edge detection.

We can easily define a mapping between the pixel intensities
of the image and the input currents of the oscillators. This way
the input current of every oscillator will be proportional to
the color intensity of a pixel on a two dimensional grayscale
image. Using (34) and (35) we can calculate the coupling
weights in the array in a way, that after the synchronization
of the array (when all oscillators are synchronized), the phase
shifts between the oscillators will depend only on the input
current differences between neighboring oscillators.

Using this coupling we can detect the color differences
between neighboring oscillators. With the tuning of the cou-
pling weights we can also adjust the level how the phase
shift will depend on the intensity differences and also on the
spatial density of intensity differences. This means we can
detect intensity changes on images considering not only the
differences in values but spatial changes as well. This gives
possibility to perform edge detection on grayscale images and
considering the spatial changes we can implement horizontal
or vertical edge detection as well. A simple example of this
task can be seen on Fig. 6

The computation can be done with the usage of STOs
exclusively: without using any CMOS logic or non nano-
devices.

Based on this example and the equations, a cellular array
of spin oscillators could be used for noise reduction, filtering,
change detection or edge detection in image processing tasks.
The implementation of change detection for grayscale images
is straightforward when the input current is proportional to
the color intensity. Oscillatory behavior could be used also in
associative memories as it was shown for general oscillators
in [8].

VI. CONCLUSION

In this paper we have investigated the dynamics of weakly
coupled spin torque oscillator networks. We have shown how
the phase shifts between the oscillators can be calculated
analytically with a closed formula, without simulating the
differential equation system. Based on these dynamics we
have designed a simple cellular network, which is capable
of detection of spatial changes. The detection depends not
only on the differences in the values but also on the distances
between the different elements. This paper shows a simple
example (based on simulations), how a cellular array of spin
oscillators could be used in practice to solve problems.

(a) Input (b) Output

(c) Thresholded output (d) Horizontal edge
detection

Figure 6. We can see the input image on the upper left figure. On figure (b)
we can see an intermediate result, the synchronization of the oscillators. We
have selected the first (most upper left oscillator as a reference) the colors
are reflecting the phase shifts between the oscillators, the blue oscillators
are synchronized in phase with the first oscillator. The red oscillators have a
phase-shift around 12 degrees. On figure (c) we can see a thresholded version
of figure (b). On the last image we can see a different spatial coupling, which
detects the horizontal edges only.

VII. ACKNOWLEDGEMENT

The contributions and the many discussions of the Non-
Boolean Architectures and Devices Project, especially, Steve
Levitan, Dmitri Nikonov, Dan Hammerstrom, Mircea Stan,
Denver Dash, Youssry Boutros are gratefully acknowledged.
The support of the grants TMOP-4.2.1.B-11/2/KMR-2011-
0002 and TMOP-4.2.2/B-10/1-2010-0014 are also gratefully
acknowledged.

REFERENCES

[1] M. Julliere, “Tunneling between ferromagnetic films,” Elsevier Physics
Letters A, vol. vol 54, pp. 225–226, 1975.

[2] J. C. Slonczewski, “Current-driven excitation of magnetic multilayers,”
Journal of Magnetism and Magnetic Materials, vol. vol 159, pp. 1–7,
1996.

[3] W. H. R. M. R. P. S. E. Russek, S. Kaka and T. J. Silva, “Finite-
temperature modeling of nanoscale spin-transfer oscillators,” Physical
Review B (Condensed Matter and Materials Physics), vol. vol 71, pp. 1
– 6, 2005.

[4] G. Csaba, W. Porod, and A. I. Csurgay, “A computing architecture com-
posed of field-coupled single domain nanomagnets clocked by magnetic
field,” International Journal of Circuit theory and applications, vol. vol
31, pp. 67–82, 2003.

[5] D. V. Berkov and N. L. Gorn, “Magnetization oscillations induced by
a spin-polarized current in a point-contact geometry:Mode hopping and
nonlinear damping effects,” Physical Review B (Condensed Matter and
Materials Physics), vol. vol 76, pp. 1 – 18, 2007.

[6] R. B. G. B. M. dAquino, C. Serpico and I. D. Mayergoyz, “Micromagnetic
analysis of injection locking in spin-transfer nano-oscillators,” Physical
Review B (Condensed Matter and Materials Physics), vol. vol 82, pp. 1
– 11, 2010.

[7] W. H. R. M. R. Pufall and S. E. Russek, “Electrical Measurement of Spin-
Wave Interactions of Proximate Spin Transfer Nanooscillators,” Physical
Review Letters, vol. vol 97, pp. 1 – 4, 2006.

[8] M. B. F. Corinto and M. Gilli, “Weakly connected oscillatory networks
models for associative and dynamic memories,” International Journal of
Bifurcation and Chaos, vol. vol 17, p. 43654379, 2007.

pattern recognition tasks

coupled STOs
array of STOs



Spin-Torque Oscillatory arrays

The addition of O-CNN arrays can enhance the computational power of the architecture 
and increase the detection rate.
The OCNN array can transform the input feature vector in a way which helps 
classification.



Conclusions and Perspectives

• Simulation with real-life data: Images taken by a mobile robot has been used for 
classification with similar results.

• Boundary conditions /lateral input/: with side input, changing the boundary 
conditions the properties of the array can be changed, this can be used to 
increase the computational strength (programmability) of the array

• OCNN array with different spin oscillators: The usage of two different dynamics in 
one network would increase the possible outcomes of one OCNN array

• Transient based computation: using the evolution of the phase shift to determine 
extra properties about the input vectors

• Synchronization requires knowledge of both nonlinear dynamics and of complex 
systems.



Nonlinear analysis tools

Differential or integral equations represent suitable
mathematical models of physical systems.

Approximate analytical tools are required for studying
(analysis and design) nonlinear dynamical systems describing
electrical circuits, mechanical and biological systems, ...

Tools for detecting oscillations

A. Ascoli, M. Biey, F. Corinto and M. Righero

An Introduction to synchronization in complex systems Part II - Periodic oscillations


