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Convolution in Matrix-Vector Form




Convolution in matrix-vector form

@ 1D convolution can be represented in a matrix-vector form:

X:1x N
y(n) = x(n) * h(n) = Z X(k)h(n —k),where h:1xL
2 y:1x(N+L-1)
y© ] | h@) 0 0 1 x0) ]
y(@) h  h(0) 0 0 x(1)
h(2)  h(®)  h() = 0
I Y  h)
0 h(L-2 :
y(N+L-2) : : h(L-1)| |[x(N-1)
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Convolution in matrix-vector form

@ Circular convolution represented in a matrix-vector form:
X:1x N

y(n) = x(n) ® h(n),where h:1xL
y:1x(N +L-1)

o E(((])-)) h(L —1) h(2) hfl) CX0)
() T Y O
A 0 ™ naos Tx(N -1
h(L-1) I Hisa circula'r.l’t'ma.trix : 0
y(N+L-2) O ------ h(L —1) h0) | ‘- 0
y:1x(N+L-1) H:(N+L-2)x(N+L-1) X:1x(N +L-1)
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Convolution in matrix-vector form

® The eigenvalues and eigenvectors of circulant matrices:
Let H be a circulant matrix: h(0) --- h(M —1)
H = :

with eigenvalues A, and eigenvectors w, where n = 1...M:

Hw = A w,

jzin jz—”Zn jzi(M—l)n T
w=|1eM eM ..M

VoA 1} = M - DFT{(0),..., h(M —1)]

And the Singular Value Decomposition of H is the following:
-1

then...

H={w, - W, W, -+ W, ,| =WDW™
ﬂ“M—l
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Convolution in matrix-vector form

® Circulant convolution in matrix-vector form

Matrix-vector form

y(n) = x(n) ® h(n) - y = HXx = WDW X
ofrT| ¢+ ¢ Wy = DW

Y (k) = X (K) - H (k) Y = DX

K=0,.,N -1 [ Y(0) ] {H(O)_ }[ X (0) ]
® Back to images: YN-D) CHIN-D] X (N -1

 |f we stack the observed image lexicographically into a vector, the

degradation can be described the following way:
y=HXx+n

e |f the system is LSI, then H is a block circulant matrix, which can be
decomposed as a circulant matrix:

H =WDW™
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Convolution in matrix-vector form

® Back to images:

 |f we stack the observed image lexicographically into a vector, the
degradation can be described the following way: y = Hx +n

e |f the system is LSI, then H is a block circulant matrix, which can be
decomposed the same way as a circulant matrix:

H = WDW - y = HXx+n=WDW 'x+n
W™y = DW X +W™n
Y =DX +N

e Since D is diagonal, we have the following element wise equation:

w, = O!"'IM _1
Y (o, w,) = H(w, w,) - X(w, @,) + N(o,, @,), Where{a)z =0,..M -1
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