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Learning Bayesian Networks 

 Sources for Bayesian Nets 

 Human experts 

 Data (measurement) 

 What can be learned? 

 Structure 

 Probabilities 

 Typical case: structure from expert, probability 

from data 
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Learning probabilities 

 Given a data set D = {<v11, …, vm1>, …, 

<v1k, …, vmk>} 

 m: # of nodes k: # of samples 

 Elements are assumed to be independent 

given M 

 Maximum likelihood estimate 

Find model M that maximizes Pr(D|M) 

Estimating Conditional Probabilities 

 

 

 

 

 

 



3 

Estimating Conditional Probabilities 

 

Estimating Conditional Probabilities 

 



4 

Estimating Conditional Probabilities 

 

Measuring goodness of fit 

 Calculating Pr(D|M) 

 

 

 

 Log likelihood 
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Learning the structure 

 For a fixed structure, counting estimates of the 

CPT converge to the maximum likelihood model 

 What if we get to pick the structure as well? 

 In general, the best model will have no 

conditional independence relationships 

 Undesirable, for reasons of overfitting 

Scoring metric 

 What if we want to vary the structure? 

 A network with conflicting properties 

 good fit to data: log likelihood 

 low complexity: total number of parameters 

 Try to maximize scoring metric, by varying M 

(structure and parameters) given D 

    log Pr(D|M) − α #(M) 
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Search in structure space 

 Brute-force method cannot be applied 

 Local search in structure space 

 Starting with some initial structure 

 Operators: add, delete, or reverse an arc 

 Choosing the next state 

 Evaluation of candidates using maximum likelihood 

parameters 

 Hill climbing, simulated annealing 

 No directed cycles should occur in the structure 

Initialization possibilities 

 No arcs 

 With a random ordering V1 … Vn 

 variable Vi has all parents V1 … Vi-1 

 variable Vi has parents randomly chosen from V1 … 
Vn-1 

 Best tree-network 
 maximum-weight spanning tree based on pairwise 

mutual information between every pair of variables 

 polynomial time algorithm 
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Bayesian net structure example 

 Domain with 3 binary nodes 

 Measurement data 
 {(0,1,1),(0,1,1),(1,0,0)} 

 Consider three structure candidates 
 M1 {} 

 M2 {AB, AC} 

 M3 {BA, CA} 

 

 1. Calculate parameter estimates for the CPTs! 

 2. Calculate Pr(D|Mi) for each structure with 
Bayesian correction! 
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