
 

Neural   Networks   exam   2019/20  
 
No.   1   Topic  

a. Local   optimization   in   non-convex   cases   (reason   for   non-convexity)  
b. RMSP   optimizer  
c. Dropout  
d. ResNet  
e. Gradient   ascent  

 
No.   2   Topic  

a. Weight   update   strategies  
b. ReLU   and   dying   ReLU   problem  
c. LSTM   cell  
d. Convolution   as   a   mathematical   operation   in   continuous   and   discrete   cases  

 
No.   3   Topic  

a. Newton   optimization   method  
b. Ensembling,   bagging  
c. Comparison   of   loss   functions  
d. Machine   learning   vs   traditional   programming  
e. Inception  

 
No.   4   Topic  

a. McCulloch-Pitts   model  
b. Parameters   of   conv   -   filter,   stride,   padding,   etc  
c. Linear   classifier,   margin   of   the   classifier  
d. Data   augmentation  
e. YOLO  

 
No.   5   Topic  

a. Statistical   learning   theory  
b. Various   activation   functions   and   their   properties  
c. Autoencoders  
d. Graph   unrolling   and   parameter   sharing   in   recurrent   NN  
e. MobileNet  

 
No.   6   Topic  

a. Machine   learning   problem   definition  
b. Newton   optimizer  
c. Effects   and   relationship   of   model   capacity   and   complexity   -   overfitting,   underfitting  
d. t-distributed   Stochastic   Neighbor   Embedding  
e. ShuffleNet  

 
 
  

1  



 

No.   7   Topic  
a. Credit   approval   problem  
b. Objective   functions   in   neural   networks  
c. Nesterov   momentum   optimizer  
d. Decomposition   of   convolutional   kernels  
e. Alexnet   +   ILSVRC  

 
No.   8   Topic  

a. Delta   learning   rule  
b. Batch   normalization  
c. Transposed   conv.,   atrous   conv.  
d. Object   classification,   localization   VS   object   detection,   semantic   segmentation   VS  

instance   segmentation  
e. ResNext  

 
No.   9   Topic  

a. ADAM   optimizer  
b. The   softmax   function  
c. R-CNN   architectures:   R-CNN,   Fast   R-CNN,   Faster   R-CNN  
d. Supervised   VS   unsupervised   learning  
e. EfficientNet  

 
No.   10   Topic  

a. Optimization   problem   of   objective   functions   of   NN  
b. AdaGrad   optimizer  
c. Input   vector   normalization  
d. DeconvNet,   U-Net  
e. Neural   style   transfer  

 
No.   11   Topic  

a. Multilayer   perceptron  
b. Early   stopping  
c. Gradient   descent   (multidimensional   cases   as   well)  
d. Weight   regularization   (L1,   L2)  
e. Pooling  

 
No.   12   Topic  

a. Perceptron   convergence   theorem   (no   proof)  
b. Momentum   optimizer  
c. Properties   of   CNN:   sparsity,   parameter   sharing,   equivariance,   invariance   to   shifting  
d. RNN   examples:   predicting   the   next   letter,   image   captioning  
e. Adversarial   attacks  
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No.   13   Topic  
a. Elementary   set   separation   by   a   single   neuron  
b. Local   response   normalization  
c. Unpooling  
d. Representations:   Blum   and   Li   theorem,   construction  

 
No.   14   Topic  

a. Principal   component   analysis   (PCA)  
b. Back-propagation   through   time  
c. Stochastic   gradient   descent   optimizer  
d. Object   detection   problem   explained  
e. Effects   of   filter   size   on   convolution  

 
No.   15   Topic  

a. Rosenblatt   perceptron   training   algorithm  
b. Back-propagation  
c. Curse   of   dimensionality  
d. SqueezeNet  
e. Back-propagation   and   gradient-based   optimizers   
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No.   1   Topic  
a. Local   optimization   in   non-convex   cases   (reason   for   non-convexity)  

 
 

 
 
 
 

 
 

b. RMSP   optimizer  
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c. Dropout  
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Data   regularization   techniques:  
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d. ResNet  
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Naturally,   we   can   extend   the   data   dimension   with   the   time,   but   this   leads   to   data   size   and  
computational   load   explosion  
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https://towardsdatascience.com/introduction-to-resnets-c0a830a288a4  

 
 

e. Gradient   ascent  
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https://towardsdatascience.com/introduction-to-resnets-c0a830a288a4
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No.   2   Topic  

a. Weight   update   strategies  
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b. ReLU   and   dying   ReLU   problem  
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ReLUs   do   not   require   input   normalization   to   prevent   them   from   saturating.   However,   Local  
Response   Normalization   aids   generalization.   

 
c. LSTM   cell  
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d. Convolution   as   a   mathematical   operation   in   continuous   and   discrete  

cases  
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No.   3   Topic  
a. Newton   optimization   method  

 

 
 

 
Typically   not   used,   due   to   the   computational   complexity  
Parameter   space   much   higher   than   first   order   (where   it   is   already   very   high)  
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b. Ensembling,   bagging  

 
Ensemble   methods:  
•   Network   duplication  
•   Bagging  
•   Dropout  
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c. Comparison   of   loss   function  
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https://medium.com/deep-learning-demystified/loss-functions-explained-3098e 
8ff2b27   
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https://medium.com/deep-learning-demystified/loss-functions-explained-3098e8ff2b27
https://medium.com/deep-learning-demystified/loss-functions-explained-3098e8ff2b27


 

 
d. Machine   learning   vs   traditional   programming  

 

 

 

 
 
What   is   intelligence?   •   The   ability   to   acquire   and   apply   knowledge   and   skills.  
Intelligence   is   the   ability   to   adapt   to   change    “Stephen   Hawking”  
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Providing   computers   the   ability   to   learn   without   being   explicitly   programmed:  
 
Involves:   programming,   Computational   statistics,   mathematical   optimization,   image  
processing,   natural   language   processing   etc…  
 

 
 

e. Inception  
 

Inception   module:  
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No.   4   Topic  
a. McCulloch-Pitts   model  

 
Artificial   neuron   model,   40’s   (McCulloch-Pitts,   J.   von   Neumann);  

 

 
 

b. Parameters   of   conv   -   filter,   stride,   padding,   etc  
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Why   use   padding:  

 
 

 

 
 

c. Linear   classifier,   margin   of   the   classifier  
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d. Data   augmentation  
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e. YOLO    =   you   only   look   once   (2016   May)  

 
->   Object   detection   as   regression  

 
Single   objects,  Multiple   objects  
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No.   5   Topic  
a. Statistical   learning   theory  

 
 

 
 

 
Ez   mar   nem   is   ide   tartozik,   de   mindu:  
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b. Various   activation   functions   and   their   properties  
● Activation   function   shapes   the   output   signal  
● https://missinglink.ai/guides/neural-network-concepts/7-types-neural-network-activati 

on-functions-right/  
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https://missinglink.ai/guides/neural-network-concepts/7-types-neural-network-activation-functions-right/
https://missinglink.ai/guides/neural-network-concepts/7-types-neural-network-activation-functions-right/
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+   other   ReLU   in   No.2   Topic  
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c. Autoencoders  
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d. Graph   unrolling   and   parameter   sharing   in   recurrent   NN  

 
Még   nézd   át   az   RNN-t   külön,   mert   ez   homály  
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!!!   EZ   NEM   RNN:  
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EZ   STACKOVERFLOW:  

 
 

 
e. MobileNet  
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No.   6   Topic  
a. Machine   learning   problem   definition  

Nem   vágom   ez   alatt   mit   ért…  
 

 

 

 

 
 
 
 

 
b. Newton   optimizer    ->   See:   No.   3   Topic  
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c. Effects   and   relationship   of   model   capacity   and   complexity   -   overfitting,  

underfitting  
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d. t-distributed   Stochastic   Neighbor   Embedding  
Unsupervised   learning   technique:  
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e. ShuffleNet  

 

 
Neten   találtam:  
We   introduce   an   extremely   computation-efficient   CNN   architecture   named   ShuffleNet,   which   is  
designed   specially   for   mobile   devices   with   very   limited   computing   power   (e.g.,   10-150   MFLOPs).   The  
new   architecture   utilizes   two   new   operations,   pointwise   group   convolution   and   channel   shuffle,   to  
greatly   reduce   computation   cost   while   maintaining   accuracy.   Experiments   on   ImageNet   classification  
and   MS   COCO   object   detection   demonstrate   the   superior   performance   of   ShuffleNet   over   other  
structures,   e.g.   lower   top-1   error   (absolute   7.8%)   than   recent   MobileNet   on   ImageNet   classification  
task,   under   the   computation   budget   of   40   MFLOPs.   On   an   ARM-based   mobile   device,   ShuffleNet  
achieves   ~13x   actual   speedup   over   AlexNet   while   maintaining   comparable   accuracy.  
 
Maga   a   cikk:  
https://zpascal.net/cvpr2018/Zhang_ShuffleNet_An_Extremely_CVPR_2018_paper.pdf  
 
... To   overcome   the   side   effects   brought   by   group   convolutions,   we   come   up   with   a   novel   channel  
shuffle   operation     to   help   the   information   flowing   across   feature   channels.   Based   on   the   two  
techniques,   we   build   a   highly   efficient   architecture   called    ShuffleNet .   Compared   with   popular  
structures   like   [31,   9,   41],   for   a   given   computation   complexity   budget,   our   ShuffleNet   allows    more  
feature   map   channels ,   which   helps   to    encode   more   information    and   is   especially   critical   to   the  
performance   of   very   small   networks.   We   evaluate   our   models   on   the   challenging   ImageNet  
classification   [4,   30]   and   MS   COCO   object   detection   [24]   tasks.   A   series   of   controlled   experiments  
shows   the    effectiveness    of   our   design   principles   and   the    better   performance   over   other  
structures.    Compared   with   the   state-of-the-art   architecture   MobileNet   [12],   ShuffleNet   achieves  
superior   performance   by   a   significant   margin ,   e.g.   absolute   7.8%   lower   ImageNet   top-1   error   at  
level   of   40   MFLOPs.   We   also   examine   the   speedup   on   real   hardware,   i.e.   an   off-the-shelf   ARM-based  
computing   core.   The   ShuffleNet   model   achieves    ∼13×   actual   speedup   over   AlexNet    [22]   while  
maintaining   comparable   accuracy.   
 

 

58  

https://zpascal.net/cvpr2018/Zhang_ShuffleNet_An_Extremely_CVPR_2018_paper.pdf


 

No.   7   Topic  
a. Credit   approval   problem    ->   na   hogy   itt   mire   gondolt   a   költő????  

Neten   találtam:  
The   last   decade   has   seen   an   important   rise   of   data   gathering,   especially   in   the   financial  
sectors.   Banks   are   indeed   one   of   the   biggest   producers   of   big   data,   as   a   matter   of   fact   no  
other   company   than   the   bank   has   so   much   data   gathered   on   its   customers.   Gathering   and  
analyzing   this   data   is   a   key   feature   for   decision   making,   particularly   in   banking   sector.   One   of  
the   most   important   and   frequent   decision   banks   has   to   make,   is   loan   approval.   The  
challenge   is   to   know   how   to   build   a   proactive,   powerful,   responsible   and   ethical   exploitation  
of   personal   data,   to   make   loan   applicant   proposals   more   relevant   and   personalized.   Machine  
learning   is   a   promising   solution   to   deal   with   this   problem.   Therefor,   in   the   last   years,   many  
algorithms   based   on   machine   learning   have   been   proposed   to   solve   loan   approval   issue.  
However,   these   algorithms   have   not   taken   into   consideration   Real-time   paradigm   during  
processing.   In   this   paper,   we   propose   a   Real-Time   Binary   classification   model   to   deal   with  
loan   approval.   Our   proposed   model   is   based   on   a   deep   neural   network,   and   it   permits   to  
classify   loan   applicant   as   good   or   bad   risk.   Experimental   results   prove   that   our   proposed  
Real-Time   model,   based   on   deep   neural   network,   outperforms   typical   binary   classifiers,   in  
terms   of   precision   recall   and   accuracy.  
 
Indiai   bácsi   a   youtube-on:  
https://www.youtube.com/watch?v=HNj8dzw3H_E  
1.   It   is   used   in   Distributed   Systems  
2.   This   can   be   divided   into   Temporal   Credit   Assignment   Problem   (Credit   or   blame   to  
Outcome   of   internal   Decisions)   and   Structural   Credit   Assignment   Problem   (Credit   or   blame  
to   actions   of   internal   decisions).  
3.   By   these   two,   we   can   train   the   learning   machine   easily  
 

 
b. Objective   functions   in   neural   networks  
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https://www.youtube.com/watch?v=HNj8dzw3H_E


 

 

 
 
ez   talán   már   nem   is   ide   tartozik:  

 
 

c. Nesterov   momentum   optimizer  
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Nesterov   Momentum   update:  
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d. Decomposition   of   convolutional   kernels  

 

 
 

 
 
 
 
 

 
e. Alexnet   +   ILSVRC  

Alexnet:   for   image   classification  

 

62  



 

 
 

 

 

63  
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No.   8   Topic  
a. Delta   learning   rule  

 

 
 

 
b. Batch   normalization  
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c. Transposed   conv.,   atrous   conv.  

 

66  



 

 

 

 

stb.stb.   ( 3 x3-assal   is)  
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69  



 

 
d. Object   classification,   localization   VS   object   detection,   semantic  

segmentation   VS   instance   segmentation    ->   ez   kicsit   megfoghatatlan   a  
diasor   alapján…  
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Object   classification:  

 
fullos   link:  
https://medium.com/analytics-vidhya/image-classification-vs-object-detection-vs-image-segm 
entation-f36db85fe81  
 
Object   detection:  

 
 
 
 
Annotated   image   database:  

- Detection   (squared   objects)  
- Segmentation   (segmented   objects)  

 
Segmentations:  
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https://medium.com/analytics-vidhya/image-classification-vs-object-detection-vs-image-segmentation-f36db85fe81
https://medium.com/analytics-vidhya/image-classification-vs-object-detection-vs-image-segmentation-f36db85fe81
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e. ResNext  

 
The   model   name,   ResNeXt,   contains   Next.   It   means   the   next   dimension,   on   top   of   the  
ResNet .   This   next   dimension   is   called   the   “cardinality”   dimension.   And   ResNeXt   becomes  
the   1st   Runner   Up   of   ILSVRC   classification   task.   
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https://towardsdatascience.com/review-resnet-winner-of-ilsvrc-2015-image-classification-localization-detection-e39402bfa5d8


 

No.   9   Topic  
a. ADAM   optimizer  

 

 

 
 
 
 
 
 
 
 

 
b. The   softmax   function   - >   lasd   in   No.   5   Topic  
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c. R-CNN   architectures:   R-CNN,   Fast   R-CNN,   Faster   R-CNN  
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ennyi   a   lényeg:   (training   time)  
R-CNN   ->   Fast   R-CNN   
84   hours   ->   9.5   hours  
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d. Supervised   VS   unsupervised   learning  
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e. EfficientNet  
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No.   10   Topic  
a. Optimization   problem   of   objective   functions   of   NN    -   tessék??  

 
https://www.youtube.com/watch?v=AoJQS10Ewn4  
 
 
Optimization   problems   are   commonly   written   in   the   form   minimize   f(x)  
Here,   f   is   the   objective   function  
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https://www.youtube.com/watch?v=AoJQS10Ewn4


 

 
b. AdaGrad   optimizer  

 

 

 
Video   comparing   adaptive   and   non-adaptive:  
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c. Input   vector   normalization  
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d. DeconvNet,   U-Net  
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e. Neural   style   transfer  

 
An   interesting   application   of   the   gradient   ascent   method   is   neural   style   transfer   Could   we  
use   an   input   image   and   transform   it   into   the   style   of   an   other   input   image?  
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Could   we   use   an   input   image   and   transform   it   into   the   style   of   an   other   input   image?  
Gradient   ascent   transforms   the   image   according   to   a   loss   function.   Can   we   find   a   loss  
function,   which   would   preserve   objects   and   another   which   preserves   features   connected   to  
style?  

 
 
Style   transfer   works,   but   It   requires   a   lot   of   time,   to   generate   an   image.   Many   forward   and  
backward   passes   are   needed.  
We   could   train   a   network   that   learns   the   result   of   this   iterative   transformation,   and   tries   to  
predict   it.   Only   a   single   pas   is   needed.  

 
 
We   have   a   loss   function   for   content:  
Can   the   same   objects   be   found   on   both   images?   Content   loss,   Perceptual   loss:   this   is   a  
distance   between   the   two   embedded   image   vectors   in   the   last   features   layers  
Style   loss:  
Can   the   same   low   level   features,   edges   structures,   simple   patterns   be   found   on   both   images  
Style   loss:   Distances   between   lower   level   representations   of   the   images  
 
Could   we   use   an   input   image   and   transform   it   into   the   style   of   an   other   input   image?  
Gradient   ascent   transforms   the   image   according   to   a   loss   function.   Can   we   find   a   loss  
function,   which   would   preserve   objects   and   another   which   preserves   features   connected   to  
style?  
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No.   11   Topic  
a. Multilayer   perceptron  
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b. Early   stopping  
 

 
 

 
 
 
 
 

 
c. Gradient   descent   (multidimensional   cases   as   well)  
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Egy   kis   extra   ide:  

 
 

 
 
(+itt   már   folyt   a   newton   opt.)  
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d. Weight   regularization   (L1,   L2)  
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e. Pooling  

 
Methods   of   data   size   reduction:  

● Pooling  
● Convolution   with   strides  
● Convolution   without   padding  

Data   aggregation:  
● Stride   convolution,   pooling  
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No.   12   Topic  
a. Perceptron   convergence   theorem   (no   proof)    -   nem   tudom   hol   kezdodik   a  

bizonyitas.hahaha  
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b. Momentum   optimizer  
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Algorithms   with   changing   but   not   adaptive   learning   rate:  
–   Stochastic   Gradient   Descent   algorithm  
–   Momentum   algorithm  
–   Nesterov   momentum   update  
 
itt   tuti   van   valami   hasznos   még:  
https://mlfromscratch.com/optimizers-explained/#/  
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https://mlfromscratch.com/optimizers-explained/#/


 

c. Properties   of   CNN:   sparsity,   parameter   sharing,    equivariance,   invariance  
to   shifting     ->   mi   a   kutyafule  

 

 

 
Equivalent   representation:  

● Equvariance   to   translation  
•   The   output   shifts   with   an   input   shift  

● In   a   fully   connected   neural   network,   each   input   is   a   dedicated   channel   for   a   certain  
input   parameter-therefore   the   inputs   cannot   be   swapped  
•   Like   bank   example,   one   cannot   replace   the   age   input   with   the   salary   input  

● In   CNN,   the   image   can   be   shifted,   because   the   inputs   are   not   dedicated   and   the  
features   are   identified   anywhere  
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d. RNN   examples:   predicting   the   next   letter,   image   captioning  
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e. Adversarial   attacks  

 
We   have   a   high   number   of   parameters   to   be   optimized  
An   even   higher-dimensional   input  
The   network   works   well   in   practice,   but   can   not   cover   all   the   possible   inputs  
 

 
One   can   exploit   that   there   will   be   regions   in   the   input   domain,   which   were   not   seen   during  
training  
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Adversarial   noise:  

● I   have   a   working   well-trained   classifier:  

 
What   should   I   add   to   the   input   to   cause   misclassification:   
 

 
 
 
Knowing   a   trained   network   one   can   identify   modifications   (which   does   not   happen   in   real  
life),   which   change   the   network   output   completely  
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No.   13   Topic  
a. Elementary   set   separation   by   a   single   neuron  
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b. Local   response   normalization  
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c. Unpooling    ->   lasd   No.   11   Topic  

 
 

 
d. Representations:   Blum   and   Li   theorem,   construction  
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No.   14   Topic  

a. Principal   component   analysis   (PCA)  
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b. Back-propagation    through   time    ->   shit   ezt   csak   most   vettem   eszre,   lent   a  

megoldas  

 
 

 

132  



 

 
 

● Though   we   showed   how   to   modify   the   weights   with   back   propagation,   its   most   important  
value   that   it   can   calculate   the   gradient  

● The   weight   updates   can   be   calculated   with   different   optimization   methods,   after   the   gradients  
are   calculated  

● Various   optimization   method   can   drastically   speed   up   the   training   (100x,   1000x)  
 
Conclusion  

● For   known   functions   (according   to   Blum-Li)  
–   One   can   define   a   Neural   Network   architecture  
–   And   generate   the   weights  
–   That   it   can   represent   the   known   function   with   arbitrary   precision  

● For   unknown   but   existing   function   defined   by   IO   pairs   (according   to   statistic   learning)  
–   One   can   find   a   Neural   Network   architecture  
–   And   train   the   network   (optimize   the   weights)  
–   Reach   arbitrary   precision   with   high   number   of   IO   pairs  
–   The   trained   network   will   be   able   to   well   predict   previously   unknown   IO   pairs   (generalization)  
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Back   propagation   can   be   applied   for   batch   normalized   layers  
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->   en   ebbol   nem   ertettem   meg,   de   azért   beraktam   a   diakat  
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c. Stochastic   gradient   descent   optimizer  

 
Stochastic   process   is   a   process,   where   we   cannot   observe   the   exact   values.   In   these  
processes,   our   observations   are   always   corrupted   with   some   random   noise.  
 

 
 
Stochastic   Gradient   Descent   (SGD)   algorithm:  
•   Introduced   in   1945  
•   Gradient   Descent   method,   plus:  
–   Applying   mini   batches  
–   Changing   the   learning   rate   during   the   iteration  
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d. Object   detection   problem   explained    ->   itt   nem   tudom   mirol   maradtam   le,   de   en  

ezt   se   latom   a   diaban...  
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Dunno   what   I’m   doin:  
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Ezek   jók   lehetnek:  

● https://towardsdatascience.com/5-significant-object-detection-challenges-and-solutio 
ns-924cb09de9dd  

● https://www.coursera.org/lecture/deep-learning-in-computer-vision/object-detection-pr 
oblem-tvLPq  

+ a   szövege:  
Object   detection:    probably   the   key   problem   in   computer   vision.  
The    goal    of   object   detection   is   to   detect   the   presence   of   object   from   a   certain   set   of   classes,  
and   locate   the   exact   position   in   the   image.  
We   can   informally   divide   all   objects   into   two   big   groups:   things   and   stuff.   Things   are   objects  
of   certain   size   and   shape   like   cars,   bicycles,   people,   animals,   planes.   We   can   specify   where  
object   is   located   in   image   with   a   bounding   box.   Stuff   is   more   likely   a   region   of   image   which  
correspond   to   objects   like   road,   or   grass,   or   sky,   or   water.   It   is   easier   to   specify   the   location  
of   a   sky   by   marking   the   region   in   an   image,   not   by   a   bounding   box.  
 
Now,   we   will   talk   mostly   about    detection   of   things .   To   detect   a   stuff,   it   is   better   to   use  
semantic   image   segmentation   methods,   which   we   will   discuss   during   week   five.   Compared  
to   image   classification,   output   of   the   detector   is   structured.   Each   object   is   usually   marked  
with   a   bounding   box   and   class   label.   Bounding   box   is   described   by   position   of   one   of   the  
corners,   and   by   width   and   size   of   the   box.   Object   position   and   class   are   annotated   in   ground  
truth   data.   If   only   part   of   this   information   is   annotated,   we   call   it   the   "weak"   annotation.  
For   example,   only   the   presence   of   object   in   image   can   be   annotated   without   a   bounding   box.  
There   is   a   lot   of   research   into   object   detection   with   weak   annotation,   but   performance   of  
such   algorithms   is   lower   compared   to   algorithms   trained   to   use   full   annotation.   To   check  
whether   the   detection   is   correct,   we   compare   the   predicted   bounding   box   with   ground   truth  
bounding   box.   The   metric   is   intersection   over   union   or   IoU.   It   is   the   ratio   of   area   of  
intersection   of   predicted   in   ground   truth   bounding   boxes   to   the   area   of   the   union   on   these  
boxes   as   shown   on   the   slide.   Either   IoU   is   larger   than   the   threshold,   then   the   detection   is  
correct.   The   larger   the   threshold,   the   more   precisely   detector   should   localize   objects.  
Currently,   the   threshold   is   usually   set   to   0.5.   The   detector   output   is   a   set   of   detection  
proposals.   Usually,   for   each   proposal   the   detector   also   gives   a   score   as   a   measure   of  
confidence   in   the   detection.   So,   we   can   rank   all   proposals   according   to   the   score.   Each  
proposal   is   considered.   If   IoU   is   larger   than   the   threshold,   then   it   is   the   true   positive  
detection.   If   IoU   is   lower,   then   it's   false   positive   detection.   If   some   ground   truth   object   is   not  
detected,   then   it   is   marked   as   misdetection   or   false   negative.   On   the   whole   dataset,   you   can  
measure   the   precision   and   the   recall   of   the   detector.   The   precision   is   the   ratio   between   the  
number   of   true   detections   and   the   number   of   all   detections.   The   recall   is   the   ratio   of   number  
of   true   detection   to   the   number   of   objects   annotated   in   the   ground   truth   data.   By   varying  
some   parameter   in   the   detector,   usually   the   threshold   on   detection   score,   you   can  
simultaneously   change   precision   and   recall.   Then   you   can   plot   the   precision-recall   curve.   To  
compare   two   detectors   correctly,   you   should   compare   their   precision-recall   curves.   If   one  
curve   is   generally   higher   than   the   other   curve,   then   the   first   detector   is   better   than   the   other.  
To   measure   the   overall   quality   of   the   detector   with   one   number,   we   compute   average  
precision.   It   is   the   mean   of   11   points   on   the   curve   for   recalls   from   zero   to   one,   by   0.1  
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intervals.   If   you   have   multi-class   detector,   then   you   can   compute   mean   average   precision   by  
averaging   of   average   precision   across   classes.   On   the   plot,   we   can   select   the   working   point,  
the   precision,   and   the   recall   are   best   suited   for   the   task   at   hand.   Know   that   for   production  
algorithm,   the   point   is   selected   so   that   precision   is   closer   one   by   sacrificing   the   recall.  
Sometimes,   another   charting   metric   are   used   to   measure   the   quality   of   the   detector.   It   is   the  
plot   of   a   miss   rate   with   false   detections   per   image?   The   curve   is   constructed   similar   to   the  
precision-recall   curve   by   varying   the   threshold   on   the   detection   score.   For   the   object  
detection,   the   creation   of   ground   truth   annotation   is   very   important.   It   has   been  
demonstrated   in   the   recent   papers   that   annotations   are   usually   different   across   datasets   and  
annotators.    This   lead   to   significant   error   in   training   of   detector   and   its   evaluation .   A   lot  
of   objects   can   be   missed   in   ground   truth   data.   This   is   especially   true   for   the   small   objects   or  
objects   with   very   similar   appearance   to   the   target.  
For   example,   if   you   want   to   detect   faces,   then   detectors   can   detect   not   only   real   faces   but   for   example  
prints   on   clothes   or   portraits.   It   is   much   better   to   annotate   all   such   objects,   and   then   mark   some   of  
them   as   objects   to   ignore   during   training   and   evaluation.   It   can   also   use   several   annotators   for  
verification   of   annotation.   The   higher   localization   precision   you   want   to   obtain,   the   higher   are   usually  
the   requirements   on   annotation   precision.   It   is   very   important   to   have   strict   annotation   protocol   with  
clear   definition   how   objects   should   be   marked   in   difficult   cases.   For   example,   in   a   recent   city   person  
data   set,   each   pedestrian   should   be   marked   with   a   line   from   toe   to   the   head,   to   the   middle   point  
between   the   legs,   and   then   bounding   boxes   width   to   height   aspect   ratio   is   placed   on   top   of   this  
annotation.     Some   objects   are   more   important   for   us   than   other,   so   detection   of   such   object  
classes   as   faces,   pedestrian,   or   cars   has   a   lot   of   practical   applications.   Thus,   a   lot   of  
algorithms   has   been   proposed   for   the   detection   of   specific   class   of   object.   Such   detectors  
reach   top   performance   on   their   classes   compared   to   the   multi-class   detectors.   Practical  
multi-class   detectors   repeat   only   this   development   of   deep   learning   methods.   There   are  
several   peripheral   data   sets   for   multi-class   detection.   ImageNet   is   the   first   example   of   such  
data   sets.   It   has   objects   of   1000   classes   same   as   classification   on   ImageNet.   Each   image  
has   annotation   of   one   class   and   at   least   one   bounding   box.   There   are   800   training   images  
per   class.   Detector   should   produce   five   guesses   per   image.   Detection   on   the   is   correct   if   at  
least   one   guess   has   correct   class   and   the   corresponding   bounding   box   is   close   to   correct.  
 
 

 
e. Effects   of   filter   size   on   convolution  
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oszinten   nem   tudom   mi   kene   meg   ide..  
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No.   15   Topic  

a. Rosenblatt   perceptron   training   algorithm  
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b. Back-propagation    ->   tok   random   lasd   No.   14   Topic   b.  

 

 

 
 
 
 
 

 
c. Curse   of   dimensionality  

 

 
 

146  



 

 
 

 

 
 

147  



 

 

 

 
 

148  



 

 

 
 
 

 
 

149  



 

 
 
 
 
 

 
d. SqueezeNet  
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e. Back-propagation   and   gradient-based   optimizers  
 
Simple   gradient   based   optimizers:  

● 1st   and   2nd   order   optimizers  
 
 
Quora   -   TL;DR:  
The   backpropagation   algorithm   is   an   instruction   set   for   computing   the   gradient   of   a  
multi-variable   function.  
The   Adam   optimizer   is   a   specialized   gradient-descent   algorithm   that   uses   the   computed  
gradient,   its   statistics,   and   its   historical   values   to   take   small   steps   in   its   opposite   direction  
inside   the   input   parameter   space   as   a   means   of   minimizing   a   function.   It   is   used   for  
optimization   in   neural   network   training.  
In   other   words,   the   Adam   optimizer   would   need   to   use   an   algorithm   like   the   backpropagation  
algorithm   to   first   compute   the   gradient   of   the   function.   Then   the   Adam   optimizer   would   use  
this   computation   to   perform   gradient-descent   in   a   specialized   manner.  
 
Másik   jó   oldalka:  
https://towardsdatascience.com/types-of-optimization-algorithms-used-in-neural-networks-an 
d-ways-to-optimize-gradient-95ae5d39529f  
 
Optimization   Algorithm   falls   in   2   major   categories   -  

1. First   Order   Optimization   Algorithms    —   These   algorithms   minimize   or   maximize   a  
Loss   function   E(x)   using   its   Gradient   values   with   respect   to   the   parameters.   Most  
widely   used   First   order   optimization   algorithm   is   Gradient   Descent.The   First   order  
derivative   tells   us   whether   the   function   is   decreasing   or   increasing   at   a   particular  
point.   First   order   Derivative   basically   give   us   a   line   which   is   Tangential   to   a   point   on  
its   Error   Surface.  
 

2. Second   Order   Optimization   Algorithms    —   Second-order   methods   use   the   second  
order   derivative   which   is   also   called   Hessian   to   minimize   or   maximize   the   Loss  
function.The   Hessian   is   a   Matrix   of   Second   Order   Partial   Derivatives.   Since   the  
second   derivative   is   costly   to   compute,   the   second   order   is   not   used   much   .The  
second   order   derivative   tells   us   whether   the   first   derivative   is   increasing   or  
decreasing   which   hints   at   the   function’s   curvature.Second   Order   Derivative   provide  
us   with   a   quadratic   surface   which   touches   the   curvature   of   the   Error   Surface.  
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