Trial Test on Coding Techniques November, 7, 2012
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e Apart from thetest questions (where each correct answer must be indicated by a tick)
each problem must be worked out on a separ ate sheet on which your name and code
must be clearly indicated!

e Thenotations and conventionsyou use must be conform with the onesused in the
lecture series!

o Each solution requiresa compact reasoning. Without thisreasoning the answer isnot
considered to be valid even though thefinal result is correct.
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1) Given a linear binary code with generator ma@ix
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a.) Give the type of the code,k) !
b.) Can this be a Hamming code?
c.) How many errors can be detected and corrected by this code!

d.) Can the error vectore, = (10000 and e, =(0000J) be distinguished? Can these error

vectors be group leaders?
e.) Ifthis code operates over a BSC with error probabipty 0.2 then what is the probability of

these two error vectors occurring?
f.)  What is the error group belonging to the syndrome vectcéito) ?
g.) What is the detected error vector?

a) n=5, k=3

b) No, because the Hamming bound is not achieved 1= 2K
c) the codewords are:

(000)G =( 00000; (00)G =( 0011}; (010)G =( 01010; (011)G =( 0110};
(100G =(1000}; (10)G =(10119; (110)G =(1101}; (11)G =(11100
Wmin = dmin =2
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d) first to compute the syndrome vectors, we need the parity check matrix:

01110 T
= , then we calculate the syndrome vectorssis= He
1 010 1

0
with € =(10000 ande, =(0000J) we come to the syndrome vecst = He] = He), = [J , so the

two error vector cannot be distinguished.
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f)  Error group fors=(10)
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g) the detected error vector is the first or the second element of the aboveneeeticmr group

2) Given an RS code over GF(8) capable of correcting every single error.
a.) What are the parameters of the code?
b.) Give the generator polynomial!
c.) What is the degree of the parity check polynomial?
d.) What HW architecture can implement the encoding?
a) The parameters of the code are:
C(n,k)
d. -1
Nn=0-1=8-1= 7, RS codes are MDS, 0 ;,, —1=n—Kk,andt = {%J so
7-k
1=|— | ,k=5
2
b) g(X)=(x=y)(x=y*)=x*+(y+Y?)x+yy’=x+yx+y’
n
c) The degree of the parity check polynomial is alvwa)esnceh(x) = H (X— y' )
i=n—-k+1
d) The encoding can be performed with a LFFSR, since the codindgasrped by multiplying the
message polynomial with the generator polynomn(lx) = u(x) g (X) , and this operation can be
carried out by convolving their coefficients with each other. So a lifiesardan carry out the
polynomial multiplication
3) Determine the value of the followin 1 1 7 14 21
determinant over GF(8)! y y 8 15 22
2 1 2 y? y> 9 16 23
detf 1 1 2/=" The power table oveGF (23) oy+l y? 10 17 24
1 01 y’+y y* 11 18 25
y+y+1 y® 12 19 2€
y’+1 y® 13 20 27
One can use the power table liagh e GF (2°),at> y" b~ y" abs y™"
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4) Given a memoryless source with the following distributipn=0.55; p, = 0.2;p,= 0.2.

a.) What is the theoretical limit of compression!

b.) Compress the source by Huffman coding: give the code and the averatgngt!

c.) What is the average code-length if we compress the source by SHeammreding?

d.) What block length should be chosen if the theoretical lower bound isachibm/ed
with £ =0.002. What is then the size of the code table?

H(X)=E1(x)=% p(X)Id(ﬁ] _0.55d (T155j+ 0.2d (0—1_2]+ 0.36 (0_133 _

=1.46886
0

0.550.55 "

b) 0.250.45 10
0.2

11

The average codelength is= 0551+ 0.352 0.2= 165
c) the average codelength using SF coding is
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d)

5) Indicate the correct statements! Justify your answer!

B Having two error vectors belonging to the same syndrome veaanust decide on the one which has
smaller weight than the othér.

D The mutual information of two independent random variables is Tero.

O Between 0 and 4 values bound the entropy of a source containingdlsyin0< H (x) <Id(N)
H (x)=Id(N), if p(x):%,w

B The Hamming codes are MDS codEs

D The irreducible polynomial can be factorized into the product of two ptilgnomials.F
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